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Abstract: In recent years, there has been growing interest in automated tracking and detection
of sports activities. Researchers have shown that providing activity information to individuals
during their exercise routines can greatly help them in achieving their exercise goals. In particular,
such information would help them to maximize workout efficiency and prevent overreaching and
overtraining. This paper presents the development of a novel multipurpose wearable device for
automatic weight detection, activity type recognition, and count repetition in sports activities such
as weight training. The device monitors weights and activities by using an inertial measurement
unit (IMU), an accelerometer, and three force sensors mounted in a glove, and classifies them by
utilizing developed machine learning models. For weight detection purposes, different classifiers
including Linear Discriminant Analysis (LDA), Support Vector Machine (SVM), and Multi-layer
Perceptron Neural Networks (MLP) were investigated. For activity recognition, the K nearest
neighbor (KNN), Decision Tree (DT), Random Forest (RF), and SVM models were trained and
examined. Experimental results indicate that the SVM classifier can achieve the highest accuracy for
weight detection whereas RF can outperform other classifiers for activity recognition. The results
indicate feasibility of developing a wearable device that can provide in-situ accurate information
regarding the lifted weight and activity type with minimum physical intervention.

Keywords: smart fitness glove; automatic weight detection; automatic activity recognition; wearable
sensors; random forest; support vector machine; decision tree; KNN; neural networks

1. Introduction

Weight training has been among the top 10 activities in fitness activities surveys since
2016 [1]. Researchers have demonstrated the extensive health benefits of weight training
related to movement control, functional independence, increasing the cross-sectional areas
of muscles and connective tissues [2–4], prevention and management of type 2 diabetes [5],
and emotional well-being [6]. Advancements in network and sensor technologies have led
to the emergence of sophisticated and user-friendly smart devices and wearables. Wearable
devices in physical activity tracking are utilized for heart rate monitoring, measurement
of calories, counting reps and sets, and activity recognition. Activity tracker devices such
as bracelets, watches, and armbands assist trainees to achieve their goals by enabling the
users to analyze and evaluate their daily performances.

Despite the benefits of weight training activities, many individuals do not adhere to
the recommended levels of activities due to lack of motivation after a certain time from the
starting of the exercise. Researchers have shown that automatic exercise tracking can sig-
nificantly improve an individual’s motivation in maintaining their activity program [7,8].
Beside activity tracking, it is also critical to have control over the weights lifted during
a workout session. The free weights carried by a user during weight training exercises
exert certain forces on their palm, which can affect the musculature near the elbow, down
to the fingertips. The imposed pressure can cause a variety of injuries when the weight
is beyond the user’s fitness level. Thus, there is an essential need to develop a wearable
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platform that can autonomously recognize the type of activity and estimate the carried
weight and number of repetitions.

Inertial measurement units (IMU) and force sensors have been utilized in recognizing
and measuring activities such as walking, sleeping, standing, and cycling. However,
weight training has received less attention. This may be partially due to the requirement
for a large dataset, and a relatively smaller number of people doing weight training, in
comparison to activities such as walking and running. In [9], the researchers explored
different machine learning methods using smartwatch sensor data attached to participants’
arms to recognize and characterize cardio and weightlifting workouts along with non-
workout activities and counting repetition. They utilized a two-stage classifier which
automatically segments user’s activities, distinguishes workout activity from non-workout
activity, and ultimately detects the type of workout. They used the naive peak detection
algorithm to count repetitions. In another study conducted by Qi et al. [10], the authors
utilized two accelerometers on the wrist and chest and an ECG electrode on the chest
to gather data during three types of activities including aerobics, static postures, and
10 types of typical free weight movements. The framework is divided into two layers
as follows: The first layer is based on the free weight, which is any weight that one can
hold in their hand and work against gravity, such as dumbbells. The second layer is
non-free weight, for instance an exercise machine. In the aforementioned study, a type of
binary SVM, called OC-SVM, was applied in the first layer to separate free weight and
non-free weight activities, whereas in the second layer, a Neural Network and Hidden
Markov Model was adopted to classify the non-free-weight and free-weight activities,
respectively. Their proposed system reached an accuracy of 90% in predicting the activity
type. In the study conducted by Akpa et al. [11], a glove prototype was developed using
16 force-sensitive resistor (FSR) sensors on the palm to classify 10 types of gym activities
and count repetitions. They developed decision tree, random forest, SVM, and KNN
models for the classification study and assessed their performances with the common
metrics. Their developed model demonstrated an average accuracy of 82% for activity
tracking. An average counting error of 9.85% with a standard deviation of 1.38% with
peak detection and elimination algorithm was the result of their developed solution for
counting sport activities’ repetitions problem. Certain commercial products have appeared
in the market for mobile health devices such as the “Apple HealthKit” and “Fitbit”, which
exploit both wearable devices and smartphones. However, users have to start and stop
activities manually since they are not able to segment and identify activities automatically.
Other commercial products include “Strenx” by GymWatch, “PushBand” by PUSH, and
“Wristband 2” by Atlas that provide feedback about used free weights; however, they
require users to manually enter the weight they pick up. Entering weights manually is
inconvenient. For instance, forgetting to change the weight for each exercise can result in
inaccurate feedback. There exists a wide range of force transducers to extract information
about force in different wearable device applications. Most of the sensors found in the
literature belong to a sensor group which employs resistive polymer-thick-film (RPTF)
technology such as force sensing resistors (FSR), Flexiforce® sensors, and other customized
RPTF sensor arrays and matrixes [12]. For instance, in [13], an arm brace with eight FSR
sensors was developed for a wearable to model gripping forces between zero to 20 N. The
device identifies physiological changes that happen when weak muscular contractions
take place. They achieved an average RMSE of 5.48 N with a deviation of 2.17 N. In [14],
the authors introduced a new methodology using FSR sensors for controlling robotic
prosthesis in practical settings such as Cybathlon competition. The accuracy improvement
technique was based on dividing 11 different force grips. The final precision was reported
as 89%. In [15], the researchers assessed lower limb movement such as thigh or ankle
for gait detection using FSR technology. They were able to predict different walking
modes and gait events from the thigh with high accuracy. FSR sensors have also been
utilized in the study of automatic detection of dumbbell weights. In [16], a wristband was
reported using piezoresistive sensors and an IMU sensor along with machine learning for
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the detection of three dumbbell weights 0.2Ib, 3Ib and 8Ib. Participants were recruited and
asked to perform bicep curl and hammer curl activities and their data were collected while
performing those activities. An LDA classifier was used to detect the dumbbells’ weights
while performing the activities. The model reached an average validation accuracy of 88%.

Although there have been several studies in the field of activity recognition and
weight detection, there is a significant lack of capability for simultaneous recognition
of weight and activity during exercise using a single smart device. Performing multiple
analysis on a single glove reduces any discomfort due to using multiple wearable
devices while providing more information for the user throughout the exercise without
hindering activities. The repetition counting model uses the output of the activity
recognition model and counts the peaks of the activities based on signals characteristics
with high accuracy. The proposed platform consists of three integrated Flexiforce force
sensors, an accelerometer, and an IMU mounted in the glove. Several mainstream
machine learning methods were investigated, and their performances were assessed by
evaluation metrics to obtain the most practical models for the designated applications.
The automatic detection of free weights and activities can be a part of an advanced
smart personal training system which can guide and monitor the trainees to pick up
appropriate activities and dumbbell weights in the gym based on the skill levels and
physical ability of their bodies. The system can also assist a personal trainer to monitor
the trainee’s activities to prevent overreaching and any injuries caused by them. The
latter is the main contribution of our work, where we developed a multitask wearable
device, capable of identifying nine common weight training activities, counting the
repetition of each activity, and detecting the weight lifted by the user. A block diagram
of the developed system is represented in Figure 1. The system can instantly detect
the magnitude of a weight that a user can hold in different orientations. The detection
is not restricted to performing a specific activity, as required in other studies such
as [16,17]. In particular, the activity recognition method can accurately recognize nine
most common exercise types, including machine-based, upper body, and leg exercises,
by using only a single IMU mounted in the wrist of a wearable glove. The recognition
system is not restricted to upper body activities, which is a limitation of other studies
(e.g., [18,19]).

The organization of this paper is as follows. In Section 2, the electrical components of
the system are presented. Next, the sensor fabrication process including mechanical analysis
and material selection is discussed, followed by experimental studies, data collection,
processing, and feature extraction. Section 3 presents evaluation results. In Section 4, the
results and achievements are discussed. Conclusions are presented in Section 5.
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Figure 1. Block diagram of the proposed system.

2. Methodology and System Description
2.1. Smart Glove Platform

Due to their low cost and compactness, we utilized force resistive sensors (FSR) for
the measurement of grip force, pressure distribution, and weight detection in the proposed
smart glove device. To this end, three FSR sensors (Flexiforce A401) were mounted on
the glove’s palm, ring, and middle fingertips. Each sensor has an active sensing area
with a diameter of 2.5 cm and thickness of 0.203 mm, which can sense forces up to 111 N.
Depending on the orientation of the glove, the value of resistance corresponding to a
given applied force varies considerably. An accelerometer (ADXL335) was utilized to
measure hand orientations along with the force sensory data. An IMU unit (MPU 6050: low
power/cost motion tracking device) was also placed in the glove to measure the wrist’s
Euler angles for the activity recognition purpose. The data sampling and communication
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process was performed through Arduino Nano. An Adafruit Bluefruit LE module was
utilized to transfer sensory data to BlufruitConnect mobile application developed by
Adafruit. The Arduino board was powered up by a rechargeable 400 mA/h Li-Po battery.
The proposed system is depicted in Figure 2.
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Figure 2. Smart glove prototype with mounted electronic components.

2.2. Sensor Fabrication

Placing the pressure sensor directly on the glove palm can flex the sensor and create
certain problems, such as early failure. Thus, a silicon rubber substrate, built out of
ECOFLEX 00-30, was utilized. A Finite Element Method (FEM) was used to find a practical
size as depicted in Figure 3. The pressure sensor was then embedded inside, at the bottom
of the substrate. The design contains an upper rectangular part and a lower base cylindrical
part, as demonstrated in Figure 3. The substrate would allow forces to be distributed
uniformly on the sensitive area of the sensor. When a dumbbell is placed on the rectangular
part, force will be transferred through the cylindrical base to the active sensor area shown
in Figure 4C. To meet the two major critical design factors for the substrate in terms of
comfort and elasticity, the ECOFLEX 00-30 silicon rubber was utilized due to its hyper-
elastic characteristic and widespread utilization in biomedical applications [20]. According
to [21], inserting a tiny disc at the bottom of the sensor (in the body and device interface)
can increase the accuracy of the sensor because the contact surface area will be increased.
Thus, a tiny rubber disc with the same diameter as the sensor sensitive area was placed
below the sensor to increase its accuracy. Prototype layers are illustrated in Figure 4.
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2.3. Experimental Section
2.3.1. Experiments Overview

Two separate experiments were designed to acquire force and orientation data. The
objective was to classify the activities, determine dumbbell weights, and obtain the counts
for activity repetitions. A 1.5 h workout session experiment was considered for weight
detection and activity recognition. Twelve healthy participants for the activity recognition
study (five men and seven women) and six healthy participants for the weight detection
study (two men and four women), in the 20–35 years old age group, were recruited to
perform the designated activities. The activities for activity recognition were selected
based on a personal trainer’s suggestion. These activities include common workouts
targeting muscles, including shoulders, forearms, triceps, chest, legs, and abs, as depicted
in Figure 5. Activities for weight detection were selected in a manner that could include
most possible hand orientations, when using a dumbbell, to instantly detect a weight
in motion (e.g., Figure 6). In both studies, activities with minimum possible of injuries
are prioritized.
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2.3.2. Experimental Procedure

Before starting any experiments, the participants were asked to provide an informed
consent form. Next, the nine activities for the activity recognition and the two activities for
weight detection were introduced to each group of the participants. Activity recognition
tasks include standing triceps extension, standing dumbbell hammer curls, seated cable
back rows, wide stance squat, overhead shoulder press, straight arm pullover, single
arm dumbbell bench rows, dumbbell bent over raise, and side shoulder dumbbell raises
(see Figure 5). The weight detection activities involved holding different dumbbells and
rotating the hand in a way that roll and pitch angles vary from 0◦ to 180◦. Three dumbbell
weights were selected for the weight detection study, 2 Ib, 5 Ib and 8 Ib. By considering the
capability of all the participants who were not experts in weight training exercises, a weight
of 8 Ib was selected as the heaviest dumbbell. All the activities were performed for three
sets of fifteen repetitions. The data corresponding to wrist and hand Euler angles and force
sensors data were collected for activity detection and weight prediction, respectively, with
sampling rate of 100 Hz through a mobile app. The data were then sent to the researcher’s
computer after the experiment session was finished. All the experiments were performed
based on a right-hand glove.
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2.4. Fitness Activity Recognition Data Processing Methods
2.4.1. Preprocessing

Preprocessing of raw data is required to minimize the noise effects due to changes
in the users’ behavior, movement, and environmental conditions [22,23]. Common noise-
filtering methods include lowpass, moving average, and Kalman filters [24]. In our study,
we utilized a Gaussian-smoothing filter for time series data, which is a slight variation
of the moving average filter. In our study, the Gaussian-smoothing filter outperformed
conventional moving average filter in reducing the effect of noise. The Gaussian smoothing
filter is described by the following equations [25]:

yt = ∑t+k
i=t−k xi gi (1)

g = e
−4ln(2)t2

w2 (2)

In Equation (1), k is the number of data points in the filter kernel, t is time, x is the
data point, and g is the Gaussian function. The w term shown in g (Equation (2)) is called
full width at half maximum (FWHM). Considering the filter kernel as a gain function, this
term shows the width of the function when gain is equal to half of the maximum. This
parameter is particularly important when designing a Gaussian filter because it defines
how much smoothing has to be applied to the signal. Another important factor in designing
this filter is the number of data points in the filter kernel represented by k. Choosing an
appropriate value for k requires two considerations: First, k should be sufficiently large so
that the Gaussian function is close to zero on both sides and, secondly, k should be set to a
value that does not make the filter kernel go too far from zero. This is because a too long
filter can cause edge effects. In this research, the values of k and w were set to 40 and 25,
respectively. The next step is to normalize g function values. Due to the high levels of noise
in the Yaw sensor signals, this signal was taken away from the dataset and the designed
noise elimination filter was just applied on Roll and Pitch sensor signals.

2.4.2. Segmentation

The reason for performing segmentation was to divide data into segments that share
the same characteristics, known as time windows or sliding windows. Sliding window-
based segmentation is often used to separate sensor signal data into meaningful subse-
quences over time. This process is a prerequisite for the feature extraction process. Each
segment is analyzed over a time interval, or a sliding window, which can be fixed or vari-
able in size. The window size should be set in a way to contain sufficient characteristics for
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recognition of a human activity at a given moment. Time windows can also be overlapping
or non-overlapping. Overlapping means segments from the previous window intersect
the samples from the next window. However, in non-overlapping segments, there is no
intersection between each data subgroup. In this study, a non-overlapping sliding window
with a fixed window size interval (2.5 s) was obtained empirically and further applied to
the data for splitting into respective segments.

2.4.3. Feature Extraction

A feature is referred to as useful information that each data segment can provide.
Features are quantitative measures which are extracted through the feature extraction
process in either time or frequency domain. In this research, the feature extraction process
was executed in the time domain with eight types of statistical features derived from
both angles data segments, including the mean, root mean square, maximum, minimum,
standard deviation, variance, skewness, and kurtosis. Sixteen different features were
gathered in total from the two sensor signals for each workout.

2.4.4. Feature Selection

According to [26], feature selection is a more important step than classifier selection
since choosing irrelevant and low-quality features can reduce the accuracy of the classifier.
Moreover, having many features will increase the processing cost. To this end, the univariate
feature selection algorithm from scikit-learn Python package was applied to the data to
find the most relevant and high-quality features. The algorithm ranked the features based
on the highest F-scores. Then, the top 10 features were selected to be fed into the machine
learning classifiers.

2.5. Weight Prediction Data Processing Methods
Data Preprocessing and Feature Extraction

In the study of weight detection, the goal is to find the associated force sensor values
with hand orientation. Once the sensors’ signals were collected, a moving average filter
with a window size of 50 was applied to the data to smoothen the signals and eliminate
noise. The magnitudes of force signals associated with each hand orientation were then
identified and stored in a data frame (see Figure 7). The mean values of all the three force
sensors were computed and added to the data frame to contain more features for the
machine learning models. The final data frame consisted of the magnitude of the three
sensors, their mean value, and their corresponding pitch and roll angles, which were fed
into the models.

2.6. Classification
2.6.1. Activity Recognition

Four mostly used supervised classification models in activity recognition problems,
the k-nearest neighbours (KNN), decision tree (DT), support vector machine (SVM), and
random forest (RF) [24,27,28], were generated using Sklearn package in Python and their
performances were investigated. The decision tree model creates a tree-like structure for
prediction purposes. A decision tree starts by analyzing the whole dataset and then it
splits it into subgroups, or features, called nodes. The algorithm splits the nodes with
the most informative features using a measure. The Gini index measure was used to
develop the algorithm in this study. The internal hyperparameters of the model such as
minimum number of split and the maximum depth of the tree were gained by grid search
method. The k-nearest neighbours is a simple machine learning method that does not
require any learning. This model stores all the dataset and classifies a new observation
based on a similarity measure between the new observed data and its k-nearest neighbors.
The Euclidean distance based KNN model was trained to determine the similarity of the
data points and the k hyperparameter was obtained empirically. The SVM algorithm
is based on defining optimal hyperplanes, called decision boundaries, among classes of
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features to make them separable so that future observations can be identified along with
their respective classes. The SVM method uses kernel tricks to create decision boundaries
among classes. In this study, the Radial Basis Gaussian (RBF) kernel function was chosen
for the SVM. The internal parameters of the SVM (i.e., C and Gamma) were optimized
using grid search. The Random Forest machine learning method is an ensemble learning
method based on bootstrap aggregating, or bagging, to a set of weak learners to achieve
better predictive performance. The weak, or base, learners that RF utilizes is based on
decision tree models, which can suffer from overfitting. In the bagging technique, random
samples of data with replacement were selected repeatedly from the training set and the
decision tree model are fitted to these samples. After training the classification model, a
new observant is classified by taking a majority vote from the outputs generated from the
trees. The optimal number of trees, maximum depth of the tress, and the number of splits
were obtained empirically for this model.

About 70% of the data was considered as the training set and the remaining 30% as a
test set. A 10-fold cross validation method was used, in which data was split into 90% for the
training set, and 10% as the validation set. A 10-fold cross validation method was applied to
avoid overfitting and to assess the performance of the developed machine learning on new
subsets of data. The averaged accuracy of cross validation method indicated the overall
accuracy of the model. The classifiers performances were also compared and assessed
using precision, recall, and f scores to find the most practical model in this application.
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2.6.2. Weight Prediction

Three mainstream classification algorithms, Linear Discriminant Analysis (LDA),
Support Vector Machine (SVM), and Multilayer Perceptron Neural Network (MLP) have
been widely used in force study analysis to classify dumbbell’s weights [29–31]. Some 70%
of the data were used as the training set to develop the models and the remaining 30%
as the test set for investigating the models’ performances. The LDA classifier, based on
Fisher discriminant criterion, was developed by using the Sklearn package in Python. This
classifier seeks a linear combination of inputs to characterize different classes based on
different distributions and form a decision boundary between them. The SVM classifier
and MLP were also developed with the Sklearn package in Python. The Radial Basis
Gaussian (RBF) kernel function was chosen again to develop an SVM model. The internal
parameters of the SVM (i.e., C and Gamma) were optimized by performing grid search.
Due to the superiority of artificial neural networks in modeling the extremely complex
functions and data relationships, the MLP consisted of two hidden layers with 10 and
4 neurons, respectively, with the Relu activation function and ADAM solver. A 10-fold
cross validation method was applied to the data that was split into 90% for training and
10% for validation. The accuracy of the model was then determined out of the average
of accuracies of the 10-fold cross validated models. Evaluation metrics such as precision,
recall, and f-score were determined to select the feasible classifier in this application.

2.7. Evaluation Metrics

To assess a machine learning model functionality, evaluation metrics are required to
quantify its predictive performance. Selecting a practical model for an application is highly
dependent on these quantities. There are standard evaluation metrics that are utilized
widely to evaluate classifiers such as accuracy, precision, recall, and F-score. Referring to
Equation (3), accuracy is a measurement that determines the number of correct predictions
out of the total number of the predictions. Two other important factors besides accuracy
are precision and recall. Precision (Equation (4)) measures the fraction of samples assigned
to the positive class that belong to the positive class while recall (Equation (5)) represents
how well the prediction of positive class has been performed. In addition, these two factors
reflect the performance of the model in false positive and false negative predictions. It can
be seen from Equation (4) that the smaller number of false positive predictions results in
the higher value of the precision metric and Equation (5) shows that a smaller number of
false negative predictions results in a higher value of recall metric. Precision and recall
metrics can be combined together to make a single metric that can balance both scores.
This single metric is called F-score. Equation (6) indicates that a higher value of recall and
precision will lead to a higher value of F-score. It can be concluded that a model which
has the highest values of evaluation metrics can be selected for prediction application. The
Confusion Matrix is another type of evaluation metrics which compares the real target
values with the predicted target values by the ML model in a N × N matrix, where N is the
number of classes. The performance of the developed models in this study are evaluated in
the following section.

Accuracy =
Number o f correct predictions

Total number o f predictions
(3)

Precision =
True positive

True positive + False positive
(4)

Recall =
True Positive

True Positive + False negative
(5)

F1 = 2 × Precision × Recall
Precision + Recall

(6)
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2.8. Count Repetition Algorithm

For precise repetition counting, the peak detection algorithm was used in which
initially the type of sport activity was detected from the ML model. The signal peak
values of each activity were counted based on their minimum peak height, minimum peak
distance, and signal width and height range characteristics. The plots for the repetition
counting model for certain sports repetitions are presented in Figure 8.
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3. Results
3.1. Activity Recognition

The performance of classifiers was evaluated and validated using a 10-fold cross
validation algorithm. The average values of accuracies, precisions, recalls, and F-scores
were determined from cross validated models. As represented in Figures 9 and 10, the
random forest model can make the most accurate prediction with the highest values of
accuracy, precision, recall, and F-score. It can be observed that, although SVM and DT
classifiers have reached higher accuracies than the KNN model, these models have lower
recall values. This results in higher numbers of false negative predictions. The high value
of false negative can have a significant negative influence on machine learning performance
and should be considered as one of the major criteria in model selection.

Figure 11 shows that certain sports such as seated cable back rows, shoulder press,
and triceps can be recognized by all the developed models accurately while an activity such
as pullover is not easy to be identified, even with the most accurately developed models
such as random forest. Moreover, it can be observed that SVM, KNN, and DT models have
difficulties in distinguishing two similar activities, dumbbell bent over, and side shoulder
raises. However, the random forest model can recognize dumbbell bent over and side
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shoulder raises without any error. The overall accuracies of the models over test data are
illustrated in Figure 12. As this figure expresses, the KNN model demonstrated the least
accuracy, while Rf reached the highest score.
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3.2. Repetition Counting

By selecting the RF model for activity recognition application, repetition counting
was developed in the next step. This algorithm finds the signal peaks based on the signal
characteristics of a specific sport activity. In the first step, RF detects the activity type and
sends the class label of the activity to the repetition counting algorithm. Then the algorithm
searches for the peaks. This technique was able to find activity repetitions with overall
average accuracy of 96% over all types of sports. As illustrated in Figure 13, the algorithm
has a weak performance in finding the repetitions of arm bench rows and pullover and
great performance in finding the peaks of the other sport activities.
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3.3. Weight Prediction

The average of accuracy, recall, precision, and F-score of the models obtained from the
10-fold cross validation method over training data are represented in Figures 14 and 15. As
demonstrated in Figure 14, all of the models reached high accuracies with low standard
deviations. The averaged accuracy of the MLP and SVM models over training data are
quite the same but they have slightly higher accuracies in recognition of the different free
weights than the LDA model. As Figure 15 illustrates, all of the models have high values
of precisions, recalls, and f-scores. Since all the models can perform well in this study, we
observed the performances of the models on a test set to assess if our models overfit.
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The performances of different methods over test data are shown in Figures 16 and 17.
The MLP and SVM models have reached higher accuracies when compared to the LDA
model over the test dataset. It can also be seen that the SVM model accuracy of 99.8% is
slightly higher than MLP model accuracy of 99.6%. The confusion matrices of the models
show that all the models have difficulties in recognizing 8 Ib dumbbell. The LDA confusion
matrix illustrates that this model has the highest misclassification error in detecting 2 Ib in
comparison with other weights. Overall, all the performances of all models in this study
were significant and did not have considerable differences in detecting any weights. As
a result, the LDA model was selected for this part of study since it is very simple and
computationally efficient when compared to models such as SVM and MLP.
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4. Discussion

The proposed device utilizes two machine learning models, namely LDA and RF, for
automatic weight detection and activity recognition applications. These models achieved
high accuracy and promising results. In this section, we provide suggestions for improve-
ments of the feedback and sensory system in future works.

4.1. Sensing Scope and System Generalization

Although the proposed glove system can detect diverse types of workouts for upper
bodies, back, chest, and leg, certain exercises cannot be sensed on using a single IMU on the
wrist. We argue that incorporating the employed force sensors for the activity recognition
problem can be utilized in a variety of workouts. The developed system can very well
distinguish between the selected weights. However, to expand the range of the study and
include more types of free weights, other types of sensors may be used (e.g., EMG) to
increase the amount of useful data. To increase the sample size and include more data for
real-life scenario applications, an incremental learning algorithm can be utilized in which
the learning processes is continuously taking place. This algorithm can compensate the
small number of samples in the training process. This device can be generalized to detect
activities and weights in other sport applications, such as rock climbing, racket sports, and
rehabilitation activities.

4.2. User Feedback System

A mobile application with an interactive GUI for the proposed wearable is required
that can obtain information from users about their fitness level, body mass index (BMI),
and any injuries. Based on the information, the application would prepare a personalized
workout plan. This system will then monitor users to check if they are following their plans
and provide feedback accordingly. For example, if someone is lifting a dumbbell weight
which is beyond their level of readiness, the system notifies them about the consequences.
With this mobile application, users are also able to check out their performances and
maintain their workout routines. Having this type of system will eventually reduce the risk
of injuries, avoid overtraining, and increase efficiency.
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4.3. Quality Assesment

Studies have shown that incorrect ways to perform weight training activities can be
ineffective, or cause injuries in some cases. There exist different metrics for assessment of
the workout’s quality [32]. These assessments have been excluded in this study due to the
scope of the project.

5. Conclusions

Current wearable devices mostly focus on daily activities for monitoring and caloric
measurement. They cannot provide information and feedback regarding weights lifted
during the workouts or monitor activities throughout the exercise automatically. In this
study, we introduced a novel multifunctional wearable sensor-based platform for automatic
recognition of weight training activities, weights lifted during training, and the number
of repetitions of different activities. The main goal of this paper is to assist individuals in
maximizing performance progress, efficiency, and avoid overtraining and overreaching by
providing feedback in weight training activity. To this end, machine learning algorithms
were studied, including random forest, k-nearest neighbors, support vector machine, and
decision tree. Three classifiers, including support vector machine, neural network, and
linear discriminant analysis were assessed for the weight detection objective. The classifiers
were compared and evaluated by evaluation metrics, accuracy, recall, precision and f-score,
for both the training and test data. In the activity recognition study, the random forest
method outperformed other classifiers with an average accuracy of 98.89% over 10-fold
cross validated models, and 99.8% accuracy over test data. In the weight detection study, all
the developed models performed with high accuracies of around 98%. Although the SVM
model outperformed other classifiers, we selected the LDA model for this application with
98.6% accuracy, over 10-fold cross validated models, and 98.8% accuracy, over test data,
due to its simplicity and low computation cost, compared to the rest of the classifiers. The
repetitions counting model based on peak finding algorithm reached an average accuracy
of 96% over all the exercises.
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