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Abstract 
In this paper, we consider the general ordinary quasi-differential expression 

τ  of order n with complex coefficients and its formal adjoint  τ
+  on the in-

terval [ ),a b . We shall show in the case of one singular end-point and under 
suitable conditions that all solutions of a general ordinary quasi-differential equa-

tion ( )w u wfτ λ− =  are in the weighted Hilbert space ( )2 ,wL a b  provided 

that all solutions of the equations ( ) 0w uτ λ− =  and its adjoint 

( ) 0w vτ λ+ − =  are in ( )2 ,wL a b . Also, a number of results concerning the 

location of the point spectra and regularity fields of the operators genera- 
ted by such expressions may be obtained. Some of these results are exten-
sions or generalizations of those in the symmetric case, while the others are 
new. 
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1. Introduction 

Akhiezer and Glazman [1] studied that the self-adjoint extension S of the mini-
mal operator ( )0T τ  generated by a formally symmetric differential expression 
τ  with maximal deficiency indices have resolvents which are Hilbert-Schmidt 
integral operators and consequently have a wholly discrete spectrum. The rela-
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tionship between the square-integrable solutions for real values of the spectral 
parameter and the spectrum of self-adjoint ordinary differential operators of 
even order with real coefficients and arbitrary deficiency index are studied in [2] 
[3]. Sobhy E.I. has been extended their results for general ordinary quasi-di- 
fferential expression τ  of n th order with complex coefficients [4] [5] [6] [7] 
[8].  

The operators which fulfill the role that the self-adjoint and maximal symmet-
ric operators play in the case of a formally symmetric expression τ  are those 
which are regularly solvable with respect to the minimal operators ( )0T τ  and 

( )0T τ +  generated by a general quasi-differential expression τ  and its formal 
adjoint τ +  respectively, the minimal operators ( )0T τ  and ( )0T τ +  form an ad- 
joint pair of closed, densely-defined operators in the underlying 2

wL -space, that 
is ( ) ( ) *

0 0T Tτ τ + 
 ⊂ . Such an operator S satisfies ( ) ( ) *

0 0T S Tτ τ +⊂  
 ⊂  and 

for some λ ∈ , ( )S Iλ−  is a Fredholm operator of zero index, this means that 
S has the desirable Fredholm property that the equation  
( )S I u fλ− =  has a solution if and only if f is orthogonal to the solution space 
of ( ) 0S I uλ− =  and furthermore the solution space of ( ) 0S I uλ− =  and 

( )* 0S I vλ− =  have the same finite dimension. This notion was originally due 
to Visik in [5]. 

Our objective in this paper is an extension of those results in [7] [9] [10] [11] 
[12] [13] [14] for the general ordinary quasi-differential operators  

( ) ( )0 0,T Tτ τ +  and to investigate (according to the spectral theory) the location 
of the point spectra and regularity fields of general ordinary quasi-differential op-
erators in the case of one singular end-point and when all solutions of the equa-
tions [ ] 0w uτ λ− =  and 0w vτ λ+ − =   are in ( )2 ,wL a b  for some (and hence 
all λ ∈ ). 

We deal throughout this paper with a general quasi-differential expression τ  
of arbitrary order n defined by Shin-Zettl matrices [15] [16] [17] [18], and the min-
imal operator ( )0T τ  generated by [ ]1 .w τ−  in ( )2

wL I , where w is a positive wei- 
ght function on the underlying interval I. The end-points a and b of I may be 
regular or singular. 

2. Notation and Preliminaries 

We begin with a brief survey of adjoint pairs of operators and their associated 
regularly solvable operators; a full treatment may be found in [2] [11] ([18], 
Chapter III) and [19] [20] [21] [22]. The domain and range of a linear operator 
T acting in a Hilbert space H will be denoted by ( )D T  and ( )R T  respective-
ly and ( )N T  will denote its null space. The nullity of T, written ( )nul T , is the 
dimension of ( )N T  and the deficiency of T, written ( )def T , is the co-dimen- 
sion of ( )R T  in H; thus if T is densely defined and ( )R T  is closed, then 

( ) ( )*def T nul T= . The Fredholm domain of T is (in the notation of [18]) the open 
subset ( )3 T∆  of   consisting of those values of λ ∈  which are such that 
( )T Iλ−  is a Fredholm operator, where I is the identity operator in H. Thus 
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( )3 Tλ ∈∆  if and only if ( )T Iλ−  has closed range and finite nullity and defi-
ciency. The index of ( )T Iλ−  is the number  

( ) ( ) ( ) ind T I nul T I def T Iλ λ λ− = − − − , this being defined for ( )3 Tλ ∈∆ .  
Two closed densely defined operators A and B acting in a Hilbert space H are 

said to form an adjoint pair if *A B⊂  and, consequently, *B A⊂ ; equivalently, 
( ) ( ), ,Ax y x By=  for all ( )x D A∈  and ( )y D B∈ , where ( ).,.  denotes the 
inner-product on H. 

Definition 2.1: The field of regularity ( )AΠ  of A is the set of all λ ∈  for 
which there exists a positive constant ( )K λ  such that: 

( ) ( )A I x K xλ λ− ≥  for all ( )x D A∈ ,          (2.1) 

or, equivalently, on using the Closed Graph Theorem, ( ) 0nul A Iλ− =  and  
( )R A Iλ−  are closed. 
The joint field of regularity ( ),A BΠ  of A and B is the set of λ ∈  which are 

such that ( )Aλ ∈Π , ( )Bλ ∈Π  and both ( )def A Iλ−  and ( )def B Iλ−  are 
finite. An adjoint pair A and B is said to be compatible if ( ),A B φΠ ≠ . 

Definition 2.2: A closed operator S in H is said to be regularly solvable with 
respect to the compatible adjoint pair of A and B if *A S B⊂ ⊂  and  
 ( ) ( )4,A B S φΠ ∆ ≠I , where ( ) ( ) ( ){ }4 3: , 0S S ind S Iλ λ λ∆ = ∈∆ − = . 

Definition 2.3: The resolvent set ( )Sρ  of a closed operator S in H consists 
of the complex numbers λ  for which ( ) 1S Iλ −−  exists, is defined on H and is 
bounded. The complement of ( )Sρ  in   is called the spectrum of S and writ-
ten ( )Sσ . The point spectrum ( )p Sσ , continuous spectrum ( )c Sσ  and resi- 
dual spectrum ( )r Sσ  are the following subsets of ( )Sσ  (see [5] [7] [12] [14] 
[18]). 

( ) ( ) ( ){ }is not inje v: cti ep S S S Iσ λ σ λ= ∈ − , 

i.e., the set of eigenvalues of S, 

( ) ( ) ( ) ( ) ( ){ }is injective,:c S S S I R S I R S I Hσ λ σ λ λ λ= ∈ − − − = ; 

( ) ( ) ( ) ( ){ }is injec: tive,r S S S I R S I Hσ λ σ λ λ= ∈ − − ≠ . 

For a closed operator S we have: 

( ) ( ) ( ) ( ).p c rS S S Sσ σ σ σ= U U                (2.2) 

An important subset of the spectrum of a closed densely defined operator S in 
H is the so-called essential spectrum. The various essential spectra of S are de-
fined as in ([18], Chapter 9) to be the sets: 

( ) ( ) ( )\ , 1, 2,3, 4,5 ,ek kS S kσ = ∆ =               (2.3) 

where ( )3 S∆  and ( )4 S∆  have been defined earlier. 
Definition 2.4: For two closed densely defined operators A and B acting in H, 

if *A S B⊂ ⊂  and the resolvent set ( )  Sρ  of S is nonempty (see [18]), S is said 
to be well-posed with respect to A and B.  

Note that, if *A S B⊂ ⊂  and ( )Sλ ρ∈  then ( )Aλ ∈Π  and  
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( ) ( )*S Bλ ρ∈ ⊂ Π  so that if ( )def A Iλ−  and ( )def B Iλ−  are finite, then 
A and B are compatible, in this case S is regularly solvable with respect to A and 
B. The terminology “Regularly solvable” mentioned by Visik in [4] [5] [6] [7] [8] 
[19] [20] [22], while the notion of “well posed” was introduced by Zhikhar in 
[23]. 

3. Quasi-Differential Expressions  

The general quasi-differential expressions are defined in terms of a Shin-Zettl 
matrix Q on an interval I. The set ( )nZ I  of Shin-Zettl matrices on I consists of 
n n× -matrices { }rsQ q=  whose entries are complex-valued functions on I which 
satisfy the following conditions: 

( )2

, 1

,
  0,
0,

rs loc

r r

rs

q L I
q
q

+

∈

≠

=

            
( )
( )
( )

              1 , , 2

a. ., on 1 1

a. ., on , 2 1

r s n n

e I r n

e I r s n

≤ ≤ ≥ 


≤ ≤ − 
≤ + < ≤ 

      (3.1) 

For ( )nQ Z I∈ , the quasi-derivatives associated with Q are defined by:  

[ ]

[ ] ( ) [ ]( ) [ ] ( )

[ ] [ ]( ) [ ]

0

1 1 1
, 1 1

1 1
1

: ,

: , 1 1

:

rr r s
r r rss

nn n s
nss

y y

y q y q y r n

y y q y

− − −
+ =

− −
=

=


  ′= − ≤ ≤ −  
 


 ′ = −    

∑

∑

      (3.2) 

where the prime '  denotes differentiation. 
The general quasi-differential expression τ  associated with Q is given by: 

[ ] [ ] ( ),. : 2nni y nτ = ≥                    (3.3) 

this being defined on the set:  

( ) [ ] ( ){ }1: : , 1, 2, ,r
locV y y AC I r nτ −= ∈ =   

where ( )locAC I  denotes the set of functions which are absolutely continuous 
on every compact subinterval of pI .  

The formal adjoint τ +  of τ  is defined by the matrix Q+  given by:  

[ ] [ ]. : nni zτ +
+= , for all ( ) [ ] ( ){ }1: , 1, 2, , ,r

locz V z z AC I r nτ −+
+∈ = ∈ =   (3.4) 

where [ ]1rz −
+ , the quasi-derivatives associated with the matrix Q+  in ( )nZ I ,  

( ) ( ) 1
1, 11 r s

rs n s n rQ q q+ + ++
− + − += = − , for each r and s;        (3.5) 

are therefore: 
[ ]

[ ] ( ) [ ]( ) ( ) [ ]

[ ] [ ]( ) ( ) [ ] ( )

0

1 11 1
, 1 1, 11

11 1
1,11

,

1

1 , 1

:

:

: 1

r srr r s
n r n r n s n rs

n snn n s
n ss

z z

z z q z

z z q z r

a

n

+

− + +− −
+ − − + + − + − + +=

+ +− −
+ + − + +=




 − −  


− − ≤ ≤

=

′ −

=



′

=

∑

∑

    (3.6) 
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Note that: ( )Q Q
++ =  and so ( )τ τ

++ = . We refer to [11] [13] [16]-[22] [24] 
for a full account of the above and subsequent results on quasi-differential expre- 
ssions. 

For ( )u V τ∈ , ( )v V τ +∈  and , Iα β ∈ , we have Green,s formula, 

[ ] [ ]{ } [ ]( ) [ ]( )d , , ,
b

a
v u u x u v b u v avτ τ +− = −∫            (3.7) 

where, 

[ ]( ) ( ) [ ] ( ) [ ] ( )( )

( ) [ ] [ ]( )
[ ]

( )

11 1
0

1 1

1

, 1

, , , ;

r sn r n rn
r

n n
n n

n

u v x i u x v x

v
i u u u J x

v

+ +− − −
+=

−
×

−
+

= −

 
 

= − ×  
 
 

∑

 
        (3.8) 

see [4] [10]-[18] [24]. Let the interval I  have end-points  
( ),a b a b−∞ ≤ < ≤ ∞ , and let  :w I →   be a non-negative weight function with 

( )1
locw L I∈  and 0w >  (for almost all x I∈ ). Then ( )2

wH L I=  denotes the 
Hilbert function space of equivalence classes of Lebesgue measurable functions\ 
such that 2

I
w f < ∞∫ ; the inner-product is defined by: 

( ) ( ) ( ) ( )( )2, : d , .wI
f g wf x g x x f g L I= ∈∫  

The equation: 

[ ] ( )0 onu wu Iτ λ λ− = ∈                   (3.9) 

is said to be regular at the left end-point a∈ , if for all ( ),X a b∈ , a∈ , 
( )1, ,rsw q L a X∈ , , 1, 2, ,r s n=  .  

Otherwise (3.9) is said to be singular at a. If (3.9) is regular at both end-points, 
then it is said to be regular; in this case we have: 

,a b∈ , ( )1, ,rsw q L a b∈ , , 1, 2, ,r s n=  . 

We shall be concerned with the case when a is a regular end-point of (3.9), the 
end-point b being allowed to be either regular or singular. Note that, in view of 
(3.5), an end-point of I is regular for (3.9), if and only if it is regular for the equa-
tion: 

[ ] ( )0 onv wv Iτ λ λ+ − = ∈                  (3.10) 

Note that: At a regular end-point a, say, [ ] ( )1ru a−  [ ] ( )( )1rv a−
+ , 1,2, ,r n=   is 

defined for all ( )u V τ∈  ( )( )v V τ +∈ . Set: 

( ) ( ) [ ] ( ){ }
( ) ( ) [ ] ( ){ }

1 2

1 2

: : , and ,

: : , and ,
p

w

p w

D u u V u w u L a b

D v v V v w v L a b

τ τ τ

τ τ τ

−

+ + − +

= ∈ ∈ 


= ∈ ∈ 

      (3.11) 

The subspaces ( )D τ  and ( )D τ +  of ( )2 ,wL a b  are domains of the so-called 
maximal operators ( )T τ  and ( )T τ +  respectively, defined by: 

( ) [ ]1:T u w uτ τ−= , ( )( )u D τ∈  and ( ) [ ]1:T v w vτ τ+ − += , ( )( )v D τ +∈ . 

https://doi.org/10.4236/apm.2022.123016


S. El-Sayed Ibrahim 
 

 

DOI: 10.4236/apm.2022.123016 191 Advances in Pure Mathematics 
 

For the regular problem the minimal operators ( )0T τ  and ( )0T τ + , are the 
restrictions of [ ]1w uτ−  and [ ]1w vτ− +  to the subspaces:  

( ) ( ) [ ] ( ) [ ] ( ){ }
( ) ( ) [ ] ( ) [ ] ( ){ }

1 1
0

1 1
0

: : ,

: : ,

r r

r r

D u u D u a u b

D v v D v a v b

τ τ

τ τ

− −

− −+ +
+ +

= ∈ = 


= ∈ = 

           (3.12) 

respectively. The subspaces ( )0D τ  and ( )0D τ +  are dense in ( )2 ,wL a b  and 
( )0T τ  and ( )0T τ +  are closed operators (see ([6], Section 3) and [18] [19] [20] 

[21] [22]). 
In the singular problem we first introduce the operators ( )0T τ′  and ( )0T τ +′ ; 
( )0 pT τ′  being the restriction of [ ]1 .pw τ−  to the subspace:  

( ) ( ) ( ) ( ){ }0 : : , ,D u u D supp u a bτ τ′ = ∈ ⊂              (3.13) 

and with ( )0T τ +′  defined similarly. These operators are densely-defined and 
closable in ( )2 ,wL a b ; and we define the minimal operators ( )0T τ  and ( )0T τ +  
to be their respective closures (see [5] [11] ([13], Section 5) [18] [22]) and We 
denote the domains of ( )0T τ  and ( )0T τ +  by ( )0D τ  and ( )0D τ +  respectively. 
It can be shown that: 

( ) [ ] ( ) ( )
( ) [ ] ( ) ( )

1
0

1
0

0, 1, 2, ,

0, 1, 2, ,

r

r

u D u a r n

v D v a r n

τ

τ

−

−+
+

∈ ⇒ = = 


∈ ⇒ = = 




           (3.14) 

because we are assuming that a is a regular end-point. Moreover, in both regular 
and singular problems, we have: 

( ) ( ) ( ) ( )* *
0 0, ;T T T Tτ τ τ τ+ += =                 (3.15) 

see ([13], Section 5) in the case when τ τ +=  and compare with treatment in ([18], 
Section III.10.3) and [20] in general case.  

For the case of one singular end-point, we consider our interval to be [ ),I a b=  
and denote by ( )0T τ  and ( )T τ  the minimal and maximal operators. We see 
from (3.15) that ( ) ( ) ( ) *

0 0T T Tτ τ τ +⊂  
 =  and hence ( )0T τ  and ( )T τ  form 

an adjoint pair of closed densely defined operators in ( )2 ,wL a b .  
Lemma 3.1: For ( ) ( )0 0,T Tλ τ τ + ∈Π   ,  

( ) ( )0 0def T I def T Iτ λ τ λ+ − + −      is constant and: 

( ) ( )0 00 2def T I def T I nτ λ τ λ+ ≤ − + − ≤     . 

In the problem with one singular end-point, 

( ) ( )0 0 2n def T I def T I nτ λ τ λ+ ≤ − + − ≤      for all ( ) ( )0 0,T Tλ τ τ + ∈Π   .  
In the regular problem, 

( ) ( )0 0 2def T I def T I nτ λ τ λ+ − + − =      for all ( ) ( )0 0,T Tλ τ τ + ∈Π   . 
Proof: The proof is similar to that in [3] [4] [15] [16] [17] [18] [21] [22], and 

therefore omitted. 
For ( ) ( )0 0,T Tλ τ τ + ∈Π   , we define r, s and m as follows:  

( ) ( )0:r r def T Iλ τ λ= = −   , ( ) ( )+
0:s s def T Iλ τ λ = = −      (3.16) 

and: 
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m r s= + .                          (3.17) 

Also,  

0 2m n≤ ≤ .                         (3.18) 

For ( ) ( )0 0,T Tτ τ + Π ≠ ∅   the operators which are regularly solvable with re-
spect to ( )0T τ  and ( )0T τ +  are characterized by the following theorem which 
proved for a general quasi-differential operator in [7] [11] [12] ([18], Theorem 
10.15) [23] [24]. 

Theorem 3.2: For ( ) ( )0 0,T Tλ τ τ + ∈Π   . Let r, s and m be defined by (3.16) 
and (3.17), and let ( )1,2, ,j j rψ =  , ( )1, ,k k r mΦ = +   be arbitrary functions 
satisfying: 

1) ( ) ( )1,2, ,j j r D Tψ τ= ⊂     are linearly independent modulo  
( )0D T τ    and ( ) ( )1, ,k k r m D T τ + Φ = + ⊂    are linearly independent mo- 

dulo ( )0D T τ + 
   

2) ( ) ( ), , 0j k j kb aψ ψ   Φ − Φ =    , ( )1,2, , ; 1, ,j r k r m= = +  .  
Then the set: 

( ) [ ]( ) [ ]( ){ }: , , , 0, 1, ,k ku u D T u b u a k r mτ∈ Φ − Φ = = +         (3.19) 

is the domain of an operator S which is regularly solvable with respect to ( )0T τ  
and ( )0T τ +  and the set: 

( ) ( ) ( ){ }: , , , 0, 1, 2, ,j jv v D T v b v a j rτ ψ ψ+     ∈ − = =           (3.20) 

is the domain of the operator *S ; moreover ( )4 Sλ ∈∆ . 
Conversely, if S is regularly solvable with respect to ( )0T τ  and ( )0T τ +  and 

( ) ( ) ( )0 0 4,T T Sλ τ τ + ∈Π ∆  I , then with r, s and m defined by (3.16) and (3.17) 
there exist functions ( ) ( )1,2, , , 1, ,j kj r k r mψ = Φ = +   which satisfy 1) and 
2) and are such that (3.19) and (3.20) are the domains of S and *S  respectively. 

S is self-adjoint if, and only if, τ τ += , r s=  and ( )1, ,k k r k r mψ −Φ = = +  ; 
S is J-self-adjoint if J Jτ τ +=  (J is a complex conjugate), r s=  and  

( )1, ,k k r k r mψ −Φ = = +  . 
Proof: The proof is entirely similar to that of [7] [11] [13] [18] [23] [24] and 

therefore omitted.  

4. The Square Integrable Solutions 

The following Lemma is very important for the proof of the main results in this 
section.  

Lemma 4.1 (cf. [8]: Gronwall’s inequality). Let ( )u t  and ( )v t  be two con-
tinuous and non-negative functions on the interval [ )0,I b= , 0c ≥  be a constant. 
The classical Gronwall’s inequality states that, if: 

( ) ( ) ( )
0

d , 0 1.
t

u t c v s u s x t≤ + ≤ ≤∫  

Then: 

( ) ( )( )0
exp d d , 0 1.

t
u t c v s s s t≤ ≤ ≤∫               (4.1) 
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Theorem 4.2: Suppose ( )1
locf L I∈ , and suppose that the conditions (3.1) are 

satisfied. Then, given any complex numbers rc ∈ , 0,1,2, , 1r n= −  and 
( )0 ,x a b∈ , there exists a unique solutions of [ ] wfτ ϕ =  ( λ ∈ ) which satis-

fies: 
[ ] ( )0 , 0,1, 2, , 1.r

jx c r nϕ = = −  

Proof: The proof is similar to that in ([21], part II, Theorem 16.2.2) and there-
fore omitted. 

Theorem 4.3: (cf. [18] [21]). Let τ  be a regular quasi-differential expression 
of order n on the interval [ ],a b . For ( )2 ,wf L a b∈ , the equation [ ] wfτ ϕ =  has 
a solution ( )Vϕ τ∈  satisfying: 

[ ] ( ) [ ] ( ) 0, 0,1,2, , 1r ra b r nϕ ϕ= = = −  

If and only if f is orthogonal in ( )2 ,wL a b  to solution space of [ ] 0τ ψ+ = , i.e.,  

( ) ( )0 .R T I N T Iτ λ τ λ
⊥

+ − = −      

Corollary 4.4 (cf. [12]), As a result from Theorem 4.2, we have that: 

( ) ( )0 .R T I N T Iτ λ τ λ
⊥ + − = −      

Let ( ), , 1, 2, ,k t k nϕ λ =   be the solutions of the homogeneous equation: 

( ) ( )– 0I uτ λ λ= ∈                     (4.2) 

satisfying: 
[ ] ( )1

0 , 1,k
j k rtϕ λ δ−

+=  for all [ )0 ,t a b∈  ( ), 1, 2, , ; 0,1, , 1j k n r n= = −   

for fixed 0t , 0a t b< < . Then [ ] ( ),r
j tϕ λ  is continuous in ( ),t λ  for a t b< < , 

λ < ∞ , and for fixed t it is entire in λ . Let ( ), , 1, 2, ,k t k nϕ λ+ =   denote the 
solutions of the adjoint homogeneous equation: 

( ) ( )– 0I vτ λ λ+ = ∈                   (4.3) 

satisfying: 

( )[ ] ( ) ( ) 20 ,
, 1

r k r
k k n r

tϕ λ δ++
−

= −  for all [ )0 ,t a b∈   

( ), 1, 2, , ; 0,1, , 1j k n r n= = −  .  

Suppose a c b< < , by [21], a solution of the product equation: 

( ) ( ) ( )1, ,wI u wf f L a bτ λ λ− = ∈ ∈             (4.4) 

satisfying [ ] ( ) 0, 0,1, , 1ru c r n= = −  is giving by: 

( ) ( ) ( ) ( ) ( ), 1

1 , , d ,
tn jk

j kn j k a
t t t f s w s s

i
ϕ ξ ϕ λ ϕ λ+

=

 =  
 

∑ ∫  

where ( ),k tϕ λ+  stands for the complex conjugate of ( ),k tϕ λ  and for each ,j k , 
jkξ  is constant which is independent of ,t λ  (but does depend in general 

on 0t ). 
The next lemma is a form of the variation of parameters formula for a general 

quasi-differential equation is giving by the following Lemma. 
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Lemma 4.5: Suppose ( )1 ,wf L a b∈  locally integrable function and ( ),tϕ λ  
is the solution of the Equation (4.4) satisfying: 

[ ] ( )0 1,r
rtϕ λ α +=  for 20,1, , 1r n= − , [ )0 ,t a b∈  

is giving by: 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

0 0 01 , 1

0

1, , ,

, d

jk
j j jnj j k

t
ka

n nt t t
i

t f s w s s

ϕ λ α λ ϕ λ λ λ ξ ϕ λ

ϕ λ

= =

+

= + −

×

∑ ∑

∫
    (4.5) 

for some constants ( ) ( ) ( )1 2, , , nα λ α λ α λ ∈  , where ( )0,j tϕ λ  and  
( )0, , , 1, 2, ,k t j k nϕ λ+ =   are solutions of the Equations (4.2) and (4.3) respec-

tively, jkξ  is a constant which is independent of t.  
Proof: The proof is similar to that in [8]-[16] and [17]-[22].  
Lemma 4.5: Contain the following lemma as a special case. 
Lemma 4.6: Suppose ( )1 ,wf L a b∈  locally integrable function and ( ),tϕ λ  be 

the solution of the Equation (4.4) satisfying: 
[ ] ( )0 1,r

rtϕ λ α +=  for 20,1, , 1r n= − , [ )0 ,t a b∈ . 

Then: 

[ ] ( ) ( ) [ ] ( ) ( ) [ ] ( )

( ) ( ) ( )

2

20 0 01 , 1

0

1, , ,

, d

n nr r rjk
j j jj j kn

t
ka

t t t
i

t f s w s s

ϕ λ α λ ϕ λ λ λ ξ ϕ λ

ϕ λ

= =

+

= + −

×

∑ ∑

∫
 (4.6) 

for 1, , 1r n= − . We refer to [13] [22] for more details. 
Lemma 4.7: Suppose that for some 0λ ∈  all solutions of the equations: 

( ) ( )0 00, 0I Iτ λ ϕ τ λ ϕ+ +− = − =                 (4.7) 

are in ( )2 ,wL a b . Then all solutions of the Equations in (4.7) are in ( )2 ,wL a b  for 
every complex number λ ∈ . 

Proof: The proof is similar to that in [16]-[22]. 
Lemma 4.8: Suppose that for some complex number 0λ ∈  all solutions of 

the Equations in (4.7) are in ( )2 ,wL a b . Suppose ( )2 ,wf L a b∈ . Then all solu-
tions of the Equation (4.4) are in ( )2 ,wL a b  for all λ ∈ . 

Proof: The proof is similar to that in [8]-[16] [22]. 
Remark: Lemma 4.8 also holds if the function f is bounded on [ ),a b . 
Lemma 4.9: Suppose that for some 0λ ∈  all solutions of the Equations in 

(4.7) are in ( )2 ,wL a b . Then all solutions of the Equations (4.2) and (4.3) are in 
( )2 ,wL a b  for every complex number λ ∈ . 

Proof: The proof is similar to that in [16]-[22]. 
Lemma 4.10: If all solutions of the equation ( )0 0w uτ λ− =  are bounded on 

[ ),a b  and ( ) ( )1
0, ,k wt L a bϕ λ+ ∈  for some 0λ ∈ , 1, ,k n=  . Then all solu-

tions of the equation ( ) 0w uτ λ− =  are also bounded on [ ),a b  for every com-
plex number λ ∈ . 

Lemma 4.11: Suppose that for some complex number 0λ ∈  all solutions of 
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the Equations in (4.7) are in ( )2 ,wL a b . Suppose ( )2 0,wf L b∈ , then all solutions 
of the Equation (4.4) are in ( )2 ,wL a b  for all λ ∈ . 

Proof: Let ( ) ( ) ( ){ }1 2, , , , , ,nt t tϕ λ ϕ λ ϕ λ , ( ) ( ) ( ){ }1 2, , , , , ,ns s sϕ λ ϕ λ ϕ λ+ + +  
be two sets of linearly independent solutions of the Equations (4.7). Then for any 
solutions ( ),tϕ λ  of the equation ( )I wfτ λ ϕ− =  ( λ ∈ ) which may be writ-
ten as follows: 

( ) ( )0 0w w wfτ λ ϕ λ λ ϕ− = − +  and it follows from (4.5) that: 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

0 01 , 1

0 0

1, , ,

, , d ,

jk
j j jnj j k

t

n n

ka

t t t
i

t s f s w s s

ϕ λ α λ ϕ λ ξ ϕ λ

ϕ λ λ λ ϕ λ

= =

+

= +

 × − + 

∑ ∑

∫
        (4.8) 

for some constants ( ) ( ) ( )1 2, , , nα λ α λ α λ ∈  . Hence: 

( ) ( ) ( )( ) ( )

( ) ( ) ( ) ( )

0 01 , 1

0 0

, , ,

, , d .

jk
j j jj j k

t

n n

ka

t t t

t s f s w s s

ϕ λ α λ ϕ λ ξ ϕ λ

ϕ λ λ λ ϕ λ

= =

+

= +

 × − + 

∑

∫

∑
       (4.9) 

Since ( )2 ,wf L a b∈  and ( ) ( )2
0., ,k wL a bϕ λ+ ∈  for some 0λ ∈£ , then  

( ) ( )1
0., ,k wf L a bϕ λ+ ∈ , for some 0λ ∈£  and 1, ,k n=  .  

Setting: 

( ) ( ) ( ) ( )0, 1 , d , 1, 2, , ,
bjk

j kj k a

nC t f s w s s j nλ ξ ϕ λ+
=

= =∑ ∫      (4.10) 

then: 

( ) ( ) ( )( ) ( )

( ) ( ) ( ) ( )

01

0 0 0, 1

, ,

, , , d .

j j jj

bjk
j kj k

n

n

a

t C t

t t s w s s

ϕ λ α λ λ ϕ λ

λ λ ξ ϕ λ ϕ λ ϕ λ

=

+
=

≤ +

+ −

∑

∑ ∫
  (4.11) 

On application of the Cauchy-Schwartz inequality to the integral in (4.11), we 
get: 

( ) ( ) ( )( ) ( ) ( )

( ) ( ) ( ) ( )( )
0 0 01 , 1

1 1
2 2 2 2

0

,

.

, ,

, d , d

jk
j j j jj j k

b b
ka a

n nt C t t

t w s s s w s s

ϕ λ α λ λ ϕ λ λ λ ξ ϕ λ

ϕ λ ϕ λ

= =

+

≤ + + −

 × 
 ∫ ∫

∑ ∑
(4.12) 

From the inequality ( ) ( )2 2 22u v u v+ ≤ +  it follows that: 

( ) ( ) ( )( ) ( )

( )

( ) ( ) ( ) ( )( )

2 22
01

2 22
0 0, 1

2 2
00 0

, 4 ,

4 ,

, d , d .

j j jj

jk
jj k

b b

n

k

nt C t

t

t w s s s w s s

ϕ λ α λ λ ϕ λ

λ λ ξ ϕ λ

ϕ λ ϕ λ

=

=

+

≤ +

+ −

 × 
 ∫

∑

∫

∑
      (4.13) 

By hypothesis there exist positive constant 0K  and 1K  such that: 

( )
( )20 0,

,
w

j L a b
t Kϕ λ ≤  and ( )

( )20 1
,

,
w

k
L a b

t Kϕ λ+ ≤ ; , 1, 2, ,j k n=  . (4.14) 

Hence: 

( ) ( ) ( )( ) ( )

( ) ( ) ( )( )
2 22

01

2 2 222
1 0 0, 1 0

, 4 ,

4 , , d .

j j jj

bjk
jj k

n

n

t C t

K t s w s s

ϕ λ α λ λ ϕ λ

λ λ ξ ϕ λ ϕ λ

=

=

≤ +

+ −

∑

∫∑
 (4.15) 
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Integrating the inequality in (4.15) between a and t, we obtain: 

( ) ( )

( ) ( ) ( ) ( )( ) ( )

2

2 2 22
2 0 0, 1

, d

4 , , d d ,

t

a

t sjn k
jj k a a

s w s s

K s x w x x w s s

ϕ λ

λ λ ξ ϕ λ ϕ λ
=

≤ + − ∫ ∫∑

∫
(4.16) 

where: 

( ) ( )( )22
2 0 14 .j jj

nK K Cα λ λ
=

= +∑               (4.17) 

Now, on using Gronwall’s inequality (Lemma 4.1), it follows that: 

( ) ( ) ( ) ( )( )2 22 22
2 1 0 0, 1, d exp 4 , d .

t tj
jj ka a

n ks w s s K K t w s sϕ λ λ λ ξ ϕ λ
=

≤ −∫ ∑ ∫ (4.18) 

Since, ( ) ( )2
0, ,j wt L a bϕ λ ∈  for some 0λ ∈£  and for 1, ,j n=  , then  

( ) ( )2, ,wt L a bϕ λ ∈ . 
Remark: Lemma 4.11 also holds if the function f  is bounded on [ ),a b . 
Lemma 4.12: Let ( )2 ,wf L a b∈ . Suppose for some 0λ ∈£  that:  

1) All solutions of ( )0 0Iτ λ ϕ+ +− =  are in ( )2 ,wL a b .  

2) ( )0, , 1, ,j t j nϕ λ =   are bounded on [ ),a b . 
Then [ ] ( ) ( )2, ,r

wt L a bϕ λ ∈  for any solution ( ),tϕ λ  of the equation  
( )I wfτ λ ϕ− =  for all λ ∈£ . 

Proof: The proof is similar to that in ([20], Theorem 4.2). 
Lemma 4.13: Let ( )2 ,wf L a b∈ . Suppose for some 0λ ∈£  that:  
1) All solutions of ( ) 0Iτ λ ϕ+ +− =  are in ( )2 ,wL a b . 
2) [ ] ( )0, , 1, ,r

j t j nϕ λ =   are bounded on [ ),a b  for some 0,1, , 1r n= − . 

Then [ ] ( ) ( )2, ,r
wt L a bϕ λ ∈  for any solution ( ),tϕ λ  of the equation  

( )I wfτ λ ϕ− =  for all λ ∈£ . 
Proof: The proof is the same up to (4.11). By using Lemma 4.3, (3.11) be-

comes: 
[ ] ( ) ( ) ( )( ) [ ] ( )

( ) ( ) [ ] ( ) ( )

01

1 [ ]
0 0 0, 1 0

, ,

, , , d .

r r
j j jj

bn rjk r
j k

n
k

n

j r a

t C t

t t t w s s

ϕ λ α λ λ ϕ λ

λ λ ξ ϕ λ ϕ λ ϕ λ

=

− +
= =

≤ +

+ −

∑

∑ ∫∑
  (4.19) 

Applying the Cauchy Schwartz inequality to the integral in (4.19), we get: 
[ ] ( ) ( )( ) [ ] ( )

( )

( ) ( ) [ ] ( ) ( )

01

1 [ ]
0 0, 1 0

1 1
2 22 2

00 0

, ,

,

, d , .d

r r
j j jj

n jk r
jj k r

t r
k

n

n

t

t C t

t

t w s s t w s s

ϕ λ α λ ϕ λ

λ λ ξ ϕ λ

ϕ λ ϕ λ

=

−

= =

+

≤ +

+ −

   ×      ∫ ∫

∑
∑ ∑    (4.20) 

From the inequality ( ) ( )2 2 22u v u v+ ≤ +  it follows that: 

[ ] ( ) ( )( ) [ ] ( )

[ ] ( )

( ) ( ) [ ] ( ) ( )

2 222
01

222 1
0 0, 1 0

2 2

00 0

, 4 ,

4 ,

, d , d .

r r
j j jj

n rjk
jj k r

t t r

n

k

nt C t

t

t w s s s w s s

ϕ λ α λ ϕ λ

λ λ ξ ϕ λ

ϕ λ ϕ λ

=

−

= =

+

≤ +

+ −

  ×     

∑

∫

∑

∫

∑    (4.21) 
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Since ( ) ( )2
0, 0,k wt L bϕ λ+ ∈  for some 0λ ∈  and [ ] ( )0, , 1, ,r

j t j nϕ λ =   are 
bounded on [ ),a b  for some 0,1, , 1r n= −  by hypothesis, then there exist a 
positive constants 0K  and 1K  such that: 

[ ] ( )0 0,r
j t Kϕ λ ≤  and ( )

( )20 1
0,

,
w

k
L b

s Kϕ λ+ ≤ .          (4.22) 

Hence,  
[ ] ( ) ( )( )

[ ] ( ) ( )

2 2 22 2 2
0 0 1 01

221
, 1 0 0

, 4 4

., d

r
j jj

tn rjk
j

n

k r
n

t K C K K

s w s s

ϕ λ α λ λ λ

ξ ϕ λ

=

−

= =

≤ + + −

 ×  
 

∑

∫∑ ∑
     (4.23) 

By integrating the inequality in (4.23) between a and t, and by using Lemma 
4.1 (Gronwall’s inequality), we have the result. 

5. The Spectra of Differential Operators  

In this subsection we deal with the various components of the spectra of qua-
si-differential operators ( )0T τ  and ( )0T τ + . 

We see from (3.15) and Theorem 4.2 that ( ) ( ) ( ) *

0 0T T Tτ τ τ +⊂  
 =  and hence 

( )0T τ  and ( )0T τ +  form an adjoint pair of closed, closed-densely operators in 
( )2 ,wL a b .  

We shall now investigate in the case of one singular end-point that the resolvent 
of all well-posed extensions of the minimal operator ( )0T τ  and we show that in 
the maximal case, i.e., when: 

( ) ( )0 0def T I def T I nτ λ τ λ+ − = − =      for all ( ) ( )0 0,T Tλ τ τ + ∈Π    

these resolvent are integral operators, in fact they are Hilbert-Schmidt integral op-
erators by considering that the function f  be in ( )2 ,wL a b , i.e., is quadratically 
integrable over the interval [ ),a b . 

Theorem 5.1: Suppose for an operator ( )0T τ  with one singular end-point 
that, 

( ) ( )0 0def T I def T I nτ λ τ λ+ − = − =      for all ( ) ( )0 0,T Tλ τ τ + ∈Π   ,  

and let S be an arbitrary closed operator which is a well-posed extension of the 
minimal operator ( )0T τ  and ( )Sλ ρ∈ , then the resolvents Rλ  and *Rλ  of 
S and *S  respectively are Hilbert-Schmidt integral operators whose kernels  

( ), ,K t s λ  and ( ), ,K s t λ+  are continuous functions on [ ) [ ), ,a b a b×  and sa- 
tisfy: 

( ) ( ), , , ,K t s K s tλ λ+=  and ( ) ( ) ( )2
, , d d

b b

a a
K t s w s w t s tλ < ∞∫ ∫ .   (5.1) 

where: 

( ) ( ) ( ) ( ), , d
b

a
R f t K t s f s w s sλ λ= ∫  and ( ) ( ) ( ) ( )* , , d

b

a
R g t K s t g t w t tλ λ+= ∫ ,  

for ( )2, ,wf g L a b∈ , and for all [ ), ,s t a b∈ . 
Remark: An example of a closed operator which is a well-posed with respect 

to a compatible adjoint pair is given by the Visik extension ([7], Theorem 1) (see 
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([18], Theorem III.3.3) and [21]). Note that if S is well-posed, then ( )0T τ  and 

( )0T τ +  are compatible adjoint pair and S is regularly solvable with respect to 
( )0T τ  and ( )0T τ + . 
Proof: Let ( ) ( )0 0def T I def T I nτ λ τ λ+ − = − =      for all  

( ) ( )0 0,T Tλ τ τ + ∈Π   , then we choose a fundamental system of solutions 
( ) ( ) ( ){ }1 2, , , , , ,nt t tϕ λ ϕ λ ϕ λ , ( ) ( ) ( ){ }1 2, , , , , ,nt t tϕ λ ϕ λ ϕ λ+ + +  of the equa-

tions,  

( ) ( ) ( ) [ )0 00, 0 , 1, , on , ,j kT I T I j k n a bτ λ ϕ τ λ ϕ+ + − = − = =        (5.2) 

so that ( ) ( ) ( ){ }1 2, , , , , ,nt t tϕ λ ϕ λ ϕ λ , ( ) ( ) ( ){ }1 2, , , , , ,nt t tϕ λ ϕ λ ϕ λ+ + +  belong 
to ( )2 ,wL a b  i.e., they are quadratically integrable in the interval [ ),a b . Let 

( ) 1R S Iλ λ −= −  be the resolvent of any well-posed extension of the minimal op-
erator ( )0T τ . For ( )2 ,wf L a b∈  we put ( ) ( ),t R f tλϕ λ =  then  

( )T I wfτ λ ϕ− =    and consequently has a solution ( ),tϕ λ  in the form, 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

0 0 01 , 1

0

1, , ,

, d

jk
j j jnj j k

t
ka

n nt t t
i

t f s w s s

ϕ λ α λ ϕ λ λ λ ξ ϕ λ

ϕ λ

= =

+

= + −

×

∑ ∑

∫
     (5.3) 

for some constants ( ) ( ) ( )1 2, , , nα λ α λ α λ ∈   (see Lemma 4.5). Since  
( )2 ,wf L a b∈  and ( ) ( )2

0., ,k wL a bϕ λ+ ∈  for some 0λ ∈ , then  
( ) ( )1

0., ,k wf L a bϕ λ+ ∈ , 1, ,k n=   for some 0λ ∈  and hence the integral in 
the right-hand of (5.3) will be finite.  

To determine the constants ( ) , 1, ,j j nα λ =  , let ( ), , 1, ,k t k nϕ λ+ =   be a 
basis for ( ) ( ){ }*

oD S D T τ + 
  , then because ( ) ( ) ( ) ( )4,t D S S Sϕ λ ρ∈ ⊂ ⊂ ∆ , 

we have from Theorem 3.2 that, 

( ) ( ) ( ) [ ), , 0, 1, 2, , on ,k kb a k n a bϕ ϕ ϕ ϕ+ +   − = =             (5.4) 

and hence from (5.3), (5.4) and on using Lemma 4.7, we have: 

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

01 , 1

0

1

1,

, d , ,

, , , 1, 2, , .

jk
k j nj j k

t
k j ka

n

k jj

n

n
j k

b
i

t f s w s s b

a a k n

ϕ ϕ α λ λ λ ξ

ϕ λ ϕ ϕ

ϕ ϕ α λ ϕ ϕ

+
= =

+ +

+ +
=

  = + −  
    

   =

×

=   

∫

∑ ∑

∑ 

        (5.5) 

By substituting these expressions into the conditions (5.4), we get: 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

0 01 , 1

1

1 , d ,

, .

tjk
j k j knj j k a

j j k
n
j

n n t f s w s s b
i

a

α λ λ λ ξ ϕ λ ϕ ϕ

α λ ϕ ϕ

+ +
= =

+
=

 
 

 + −  

 = 





∫∑ ∑

∑
 

This implies that the system: 

( ) ( ) ( ) ( )( )0
01 , 1, , d ,

b tjk
j j k kn

n n
j j k aa

t f s w s s
i

λ λ
α λ ϕ ϕ ξ ϕ λ+ +

= =

−  = − ∑ ∑ ∫  (5.6) 

in the variable ( ) , 1, 2, ,j j nα λ =  . The determinant of this system does not 
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vanish (see [9] and [12]). If we solve the system (5.6) we obtain: 

( ) ( ) ( ) ( )( )0
, 1 , d , 1, 2, ,

bjk
j jn j k a

n h s f s w s s j n
i

λ λ
α λ ξ λ

=

−
= =∑ ∫      (5.7) 

where ( ),jh s λ  is a solution of the system:  

( )( ) ( ) ( )01 , 1, , , , .
b jkn

j j k k j kj j ka

nh s t bλ ϕ ϕ ξ ϕ λ ϕ ϕ+ + +
= =

   = −   ∑ ∑      (5.8) 

Since, the determinant of the above system (5.8) does not vanish, and the func-
tions ( )0, , 1, 2, ,k s k nϕ λ+ =   are continuous in the interval [ ),a b , then the func-
tions ( ),jh s λ  are also continuous in the interval. By substituting in formula (5.3) 
for the expressions ( ) , 1, 2, ,j j nα λ =   we get,  

( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

0
0 0, 1

01

,

, , , d

, , d

t jk
j j k jn j k a

b
j jj

n

t

n

R f t t

t t h s f s w s s
i

t h s f s w s s

λ ϕ λ
λ λ

α λ ϕ λ ξ ϕ λ λ

ϕ λ λ

+
=

=

=

−   = +  

+ 

∑

∑

∫

∫

 (5.9) 

Now, we put: 

( )
( ) ( )( )

( ) ( ) ( )( )( )

0
01

0
0 0, 1

, , for
, ,

, , , for

j jn j

jk
j k jn j k

n

n

t h s t s
iK t s

t t h s t s
i

λ λ
ϕ λ λ

λ
λ λ

ξ ϕ λ ϕ λ λ

=

+
=

− <=  − + >


∑

∑
 (5.10) 

Formula (5.9) then takes the form: 

( ) ( ) ( ) ( ), , d
b

a
R f t K t s f s w s sλ λ= ∫  for all [ ),t a b∈ ,        (5.11) 

i.e., Rλ  is an integral operator with the kernel ( ), ,K s t λ  operating on the fun- 
ctions ( )2 ,wf L a b∈ . Similarly, the solutions ( ),tϕ λ+  of the equation  

( )T I wgτ λ ϕ+ + − =   has the form: 

( ) ( ) ( ) ( )

( ) ( ) ( )

0
0 01 , 1

0

, , ,

, d ,

jk
j j jnj j k

s
ka

n ns s s
i

t g t w t t

λ λ
ϕ λ α λ ϕ λ ξ ϕ λ

ϕ λ

+ + +
= =

−
= +

×

∑ ∑

∫
      (5.12) 

where ( )0,k tϕ λ  and ( )0, , , 1, 2, ,j s k j nϕ λ+ =   are solutions of the Equations in 
(5.2). The argument as before leads to, 

( ) ( ) ( ) ( )* , , d
b

a
R g t K s t g t w t tλ λ+= ∫  for ( )2 ,wg L a b∈ ,        (5.13) 

i.e., *Rλ  is an integral operator with the kernel ( ), ,K t s λ+  operating on the 
functions ( )2 ,wg L a b∈ , where: 

( )
( ) ( )( )

( ) ( ) ( )( )( )

0
01

0
0 0, 1

, , for
, ,

, , , for

j jn j

jk
j k jn

n

n
j k

s h t s t
iK s t

s t h t s t
i

λ λ
ϕ λ λ

λ
λ λ

ξ ϕ λ ϕ λ λ

+ +
=

+

+ +
=

 −
<= 

− + >

∑

∑
 (5.14) 

and ( ),jh t λ+  is a solution of the system: 

( )( ) ( ) ( )01 , 1, , , , .
b jk

j j k j j kj j k
n n

a
h s t bλ ϕ ϕ ξ ϕ λ ϕ ϕ+ +

= =
   = −   ∑ ∑      (5.15) 
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From definitions of Rλ  and *Rλ , it follows that: 

( ) ( ) ( ) ( ){ } ( ) ( )

( ) ( ) ( ){ } ( ) ( ) ( )*

, , , d d

, , d d , ,

b b

a a

b b

a a

R f g K t s f s w s s g t w t t

K t s g t w t t f s w s s f R g

λ

λ

λ

λ

=

= =

∫ ∫

∫ ∫
  (5.16) 

for any continuous functions ,f g H∈  and by construction (see (5.10) and (5.14)), 
( ), ,K t s λ  and ( ), ,K s t λ+  are continuous functions on [ ) [ ), ,a b a b×  and (5.16) 

gives us: 

( ) ( ), , , ,K t s K s tλ λ+=  for all [ ) [ ), , ,t s a b a b∈ × .        (5.17) 

Since ( ) ( ) ( )2, , , ,j k wt s L a bϕ λ ϕ λ+ ∈  for , 1, 2, ,j k n=   and for fixed s,  
( ), ,K t s λ  is a linear combination of ( ),j tϕ λ  while, for fixed t, ( ), ,K s t λ+  is 

a linear combination of ( ),k sϕ λ+  Then we have: 

( ) ( ) ( ) ( )
22

, , d , , , d , ,
b b

a a
K t s w t t K s t w s s a s t bλ λ+< ∞ < ∞ < <∫ ∫   

and (5.17) implies that, 

( ) ( ) ( ) ( )
22

, , d , , d ,
b b

a a
K t s w s s K s t w s sλ λ+= < ∞∫ ∫  

( ) ( ) ( ) ( )
2 2

, , d , , d .
b b

a a
K s t w t t K t s w t tλ λ+ = < ∞∫ ∫   

Now, it is clear from (5.8) that the functions ( ) ( ), , 1, 2, ,jh s j nλ =   belong 
to ( )2 ,wL a b  since ( ),jh s λ  is a linear combination of the functions ( ),j sϕ λ+  
which lie in ( )2 ,wL a b  and hence ( ),jh t λ  belong to ( )2 ,wL a b . Similarly  

( ),jh t λ+  belong to ( )2 ,wL a b . By the upper half of the formula (5.10) and (5.14), 
we have: 

( ) ( )( ) ( )2
, , d d

b b

a a
K t s w s s w t tλ < ∞∫ ∫ , 

for the inner integral exists and is a linear combination of the products  
( ) ( ), ,j kt sϕ λ ϕ λ+ , ( ), 1, 2, ,j k n=   and these products are integrable because 

each of the factors belongs to ( )2 ,wL a b . Then by (5.17), and by the upper half of 
(5.14), 

( ) ( )( ) ( ) ( ) ( )( ) ( )
22

, , d d , , d d .
b b b b

a a a a
K t s w s s w t t K s t w s s w t tλ λ+= < ∞∫ ∫ ∫ ∫   

Hence, we also have:  

( ) ( ) ( )2
, , d d

b b

a a
K t s w t w s t sλ < ∞∫ ∫ ,  

and the theorem is completely proved for any well-posed extension. 
Remark: It follows immediately from Theorem 5.1 that, if for an operator ( )0T τ  

with one singular end-point that ( ) ( )0 0def T I def T I nτ λ τ λ+ − = − =      for 
all ( ) ( )0 0,T Tλ τ τ + ∈Π    and S is well-posed with respect to ( )0T τ  and ( )0T τ +  
with ( )Sλ ρ∈  then ( ) 1R S Iλ λ −= −  is a Hilbert-Schmidt integral operator. 
Thus it is a completely continuous operator, and consequently its spectrum is 
discrete and consists of isolated eigenvalues having finite algebraic (so geometric) 
multiplicity with zero as the only possible point of accumulation. Hence, the spec-
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tra of all well-posed operators S are discrete, i.e., 

( )ek Sσ = ∅ , for 1,2,3,4,5k = .                (5.18) 

We refer to [3] [5] [7] [14] ([18], Theorem IX.3.1) [21] for more details. 
An example of a closed operator which is a well-posed with respect to a com-

patible adjoint pair is given by the Visik extension ([7], Theorem 1) (see ([18], 
Theorem III.3.3) [21]). Note that if S is well-posed, then ( )0T τ  and ( )0T τ +  
are compatible adjoint pair and S is regularly solvable with respect to ( )0T τ  and 

( )0T τ + . 
Lemma 5.2: The point spectra ( )0p Tσ τ    and ( )0p Tσ τ + 

   of the operators 
( )0T τ  and ( )0T τ +  are empty. 
Proof: Let ( )0p Tλ σ τ∈    . Then there exists a nonzero element ( )0D Tϕ τ∈    , 

such that: 

( )0 0.T Iτ λ ϕ− =    

In particular, this gives: 

( ) [ ] ( ) [ ] ( )0, 0, 0,1,2, , 1.r rw a b r nτ λ ϕ ϕ ϕ− = = = = −  

From Theorem 4.2, it follows that 0ϕ ≡  and hence ( )0p Tσ τ = ∅   . Simi-
larly ( )0p Tσ τ +  = ∅  . 

Theorem 5.3: 1) ( )0Tρ τ = ∅   ,  

2) ( ) ( )0 0p cT Tσ τ σ τ= = ∅       ,  

3) ( ) ( )0 0rT Tσ τ σ τ= =        .  

Proof: 1) Since ( )0R T Iτ λ−    is a proper closed subspace of ( )2 ,wL a b , then 
the resolvent set ( )0Tρ τ    is empty. 

2) Since ( )0R T Iτ λ−    is closed, then the continuous spectrum of ( )0T τ  
is empty set, i.e., ( )0c Tσ τ = ∅   .  

3) From 1) and 2) and Lemma 5.2, it follows that ( ) ( )0 0rT Tσ τ σ τ= =        .  
Corollary 5.4: 1) ( ) ( )c rT Tσ τ σ τ= = ∅       ,  
2) ( ) ( )pT Tσ τ σ τ= =         and ( )Tρ τ = ∅   . 
Proof: From Theorem 4.2 and since ( ) ( ) *

0T Tτ τ + 
 = , it follows that  

( )R T Iτ λ−    is closed for every λ ∈ , see ([3], Theorem 1.3.7). Also, we 
have: 

( ) ( )0 ,null T I def T I nτ λ τ λ+ − = − =       

and: 

( ) ( )0def T I null T I nτ λ τ λ+ − = − =     . 

1) Since ( )R T Iτ λ−    is closed and ( ) 0def T Iτ λ− =   , then  
( )R T I Hτ λ− =    and this yields that: 

( ) ( ) .c rT Tσ τ σ τ= = ∅        

2) Since ( )null T I nτ λ− =    for every λ ∈ , then we have ( )p Tσ τ =    . 
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It also follows that ( )Tσ τ =     and hence ( )Tρ τ = ∅   .  
Lemma 5.5: (cf. ([18], Lemma IX.9.1)). If [ ],I a b= , with a b−∞ < < < ∞  then 

for any λ ∈ , the operator ( )0T τ  has closed range, zero nullity and deficiency 
n . Hence, 

( )
( )
( )0

1, 2,3

4,5ek

k
T

k
σ τ

∅ ==    =
                (5.19) 

Proof: The proof is similar to that in ([7], Lemma 4.9) and [18].  
Corollary 5.6: Let ( ) ( )0 0,T Tλ τ τ + ∈Π    with: 

( ) ( )0 0 .def T I def T I nτ λ τ λ+ − = − =                (5.20) 

Then,  

( )ek Sσ = ∅ , for 1,2,3k = .                 (5.21) 

of all regularly solvable extensions S with respect to the compatible adjoint pair 
( )0T τ  and ( )0T τ + . 
Proof: Since: 

( ) ( )0 0 ,def T I def T I nτ λ τ λ+ − = − =      for all ( ) ( )0 0,T Tλ τ τ + ∈Π   .  

Then we have from ([18], Theorem III.3.5) that, 

( ) ( ){ } ( )0 0 0 ,dim D S D T def T I nτ τ λ= − =     

( ) ( ){ } ( )*
0 0 0 .dim D S D T def T I nτ τ λ+ + = − = 
 

  

Thus S is an n -dimensional extension of ( )0T τ  and so by [5] [7] and ([18], 
Corollary IX.4.2). 

( ) ( ) ( )0 , 1, 2,3 .ek ekS T kσ σ τ= =                 (5.22) 

From Lemma 5.2 and Lemma 5.5, we get, 

( ) ( )0 , 1, 2,3 .ek T kσ τ = ∅ =                    (5.23) 

Hence, by (5.22) and (5.23) we have that,  

( ) ( ), 1, 2,3 .ek S kσ = ∅ =  

Remark: If S is well-posed (say the Visik’s extension, see [5] [6]) we get from 
(5.19) and (5.22) that: 

( ) ( )0 , 1, 2,3 .ek T kσ τ = ∅ =    

On applying (5.22) again to any regularly solvable operator S under consider-
ation, hence (5.21).  

Corollary 5.7: Let ( ) ( )0 0,T Tλ τ τ + ∈Π    with: 

( ) ( )0 0 .def T I def T I nτ λ τ λ+ − = − =                 (5.24) 

Then,  

( )ek Sσ = ∅ , for 1,2,3k = .                 (5.25) 
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for all regularly solvable operators S with respect to the compatible adjoint pair 
( )0T τ  and ( )0T τ + . 
Proof: Since: 

( ) ( )0 0 ,def T I def T I nτ λ τ λ+ − = − =      for all ( ) ( )0 0,T Tλ τ τ + ∈Π   . 

Then we have from ([18], Theorem III.3.5) that, 

( ) ( ){ } ( )0 0 0 ,dim D S D T def T I nτ τ λ= − =     

( ) ( ){ } ( )*
0 0 0 .dim D S D T def T I nτ τ λ+ + = − = 
 

  

Thus S is an n -dimensional extension of ( )0T τ  and so by [5] [7] [18], 

( ) ( ) ( )0 , 1, 2,3 .ek ekS T kσ σ τ= =                 (5.26) 

From Lemma 5.2 and Lemma 5.5, we get, 

( ) ( )0 , 1, 2,3 .ek T kσ τ = ∅ =                  (5.27)  

Hence, by (5.26) and (5.27) we have that,  

( ) ( ), 1, 2,3 .ek S kσ = ∅ =  

Remark: If S is well-posed (say the Visik extension, (see [5] [7])), we get from 
(5.21) and (5.26) that: 

( ) ( )0 , 1, 2,3 .ek T kσ τ = ∅ =    

On applying (5.26) again to any regularly solvable extensions S under consid-
eration, hence (5.25). 

Corollary 5.8: If for some 0λ ∈ , there are n linearly independent solutions 
of the equations: 

( ) ( ) ( ) ( )0 0 0 0 00, 0, ,w u w v T Tτ λ τ λ λ τ τ+ + − = − = ∈Π        (5.28) 

in ( )2 ,wL a b , and hence,  

( ) ( )0 0,T Tτ τ + Π =  £  and ( ) ( )0 0,ek T Tσ τ τ +  = ∅  , 1, 2,3k = , 

where ( ) ( )0 0,ek T Tσ τ τ + 
   is the joint essential spectra of ( ) ( )0 0,T Tτ τ +  de-

fined as the joint field of regularity ( ) ( )0 0,T Tτ τ + Π   .  
Proof: Since all solutions of the equations in (5.28) are in ( )2 ,wL a b  for some 

0λ ∈  then, ( ) ( )0 0def T I def T I nτ λ τ λ+ − = − =     , for some  
( ) ( )0 0 0,T Tλ τ τ +∈  Π   . 

From Lemma 4.12, we have that ( )0T τ  has no eigenvalues and so  
( ) 1

0 0T Iτ λ
−

−    exists and its domain ( )0 0R T Iτ λ−    is a closed subspace of 
( )2 ,wL a b . Hence, since ( )0T τ  is a closed operator, then ( ) 1

0 0T Iτ λ
−

−    is 
bounded and hence ( )0T τΠ =   £ . Similarly ( )0T τ + Π =  £ . Therefore 

( ) ( )0 0,T Tτ τ + Π =  £  and hence, ( ) ( )0 0def T I def T I nτ λ τ λ+ − = − =     , for 
all ( ) ( )0 0,T Tλ τ τ + ∈Π   . 

From Corollary 5.7, we have for any regularly solvable extension S of ( )0T τ  
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that ( )ek Sσ = ∅ , 1,2,3k =  and by (5.22), we get ( )0ek Tσ τ = ∅   , 1, 2,3k = . 
Similarly ( )0ek Tσ τ +  = ∅  , 1,2,3k = . Hence,  

( ) ( )0 0, , 1, 2,3.ek T T kσ τ τ +  = ∅ =   

Remark: If there are n linearly independent solutions of the Equations (5.28) 
in ( )2 ,wL a b  for some 0λ ∈  then the complex plane can be divided into two 
disjoint sets: 

( ) ( ) ( ) ( )0 0 0 0, , , 1, 2,3.ekT T T T kτ τ σ τ τ+ +   = Π =   £ U  

We refer to [3] [4] [5] [7] [11] [12] [13] [14] [18] [19] [20] [21] [22] for more de-
tails. 

Conclusion. We have investigated (according to the spectral theory) the loca-
tion of the point spectra and regularity fields of general ordinary quasi-differential 
operators in the case of one singular end-point and when all solutions of the equa-
tions [ ] 0w uτ λ− =  and 0w vτ λ+ − =   are in the space ( )2 ,wL a b  for some 
(and hence all λ ∈ ). 
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