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Abstract 
Accurately measuring meteorological visibility is an important factor in road, 
sea, rail, and air transportation safety, especially under visibility-reducing 
weather events. This paper deals with the application of Machine Learning 
methods to estimate meteorological visibility in dusty conditions, from the 
power levels of commercial microwave links and weather data including 
temperature, dew point, wind speed, wind direction, and atmospheric pres-
sure. Three well-known Machine Learning methods are investigated: Deci-
sion Trees, Random Forest, and Support Vector Machines. The correlation 
coefficient and the mean square error, between the visibility distances esti-
mated by Machine Learning methods and those provided by Burkina Faso 
weather services are computed. Except for the SVM method, all the other 
methods give a correlation coefficient greater than 0.90. The Random Forest 
method presents the best result both in terms of correlation coefficient (0.97) 
and means square error (0.60). For this last method, the best variables that 
explain the model are selected by evaluating the weight of each variable in the 
model. The best performance is obtained by considering the attenuation of 
the microwave signal and the dew point. 
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1. Introduction 

It is undeniable that the reduction of meteorological visibility increases the risk 
of transportation accidents. Meteorological visibility is defined as the greatest 
distance in a given direction at which a prominent black object can be seen and 
recognized in daylight, or the greatest distance at which it could be seen and 
recognized at night if general lighting were brought up to the level of normal 
daylight [1]. 

Several works have already been conducted to study and estimate the meteo-
rological visibility under different conditions. O. Kolawole et al. [2] used meteo-
rological visibility information to estimate the availability of optical wireless 
communication links. N. Hautiére et al. [3] [4] proposed on-board vision sys-
tems, specifically cameras, to detect weather conditions and estimate the visibil-
ity distance in foggy conditions. By still using images, H. Chaabani et al. [5] 
proposed a deep learning method to estimate the meteorological visibility range, 
again in foggy conditions. Another approach for estimating meteorological visi-
bility in the presence of fog has been explored by David et al. [6] [7]. They ex-
ploit the attenuation of commercial microwave links of mobile phone operators. 
In [8], L. Ortega et al. have used Machine Learning methods on weather data to 
classify meteorological visibility. 

In West Africa, and particularly in Burkina Faso, fog is an extremely rare 
weather phenomenon, but some severe meteorological visibility reductions 
sometimes occur due to dust sheets. These dust sheets can remain for several 
days and are generally caused by the harmattan, a wind that sweeps across the 
Sahara, West Africa, and Central Africa, annually between November and 
March [9].  

To our knowledge, very few works in the literature have addressed the prob-
lem of estimating meteorological visibility in dusty conditions. In recent work 
[10], we proposed a linear regression model for estimating the meteorological 
visibility in dusty conditions, using the attenuation of the microwave signal 
propagating between two telecommunication antennas. The present study seeks 
to improve the meteorological visibility estimation model, by taking into ac-
count, in addition to the attenuation of commercial microwave links (CML) 
signal, the following weather parameters: temperature, dew point, wind speed, 
wind direction, and atmospheric pressure.  

For visibility prediction, Machine Learning methods are used. Note that, Ma-
chine learning (ML) methods stand for data analytics technique, that teaches 
computers to reason like a human should do naturally, i.e., learn from expe-
rience. ML methods use optimization algorithms to “learn” information directly 
from data without relying on a predetermined equation as a model. The algo-
rithms adaptively improve their performance as the number of samples available 
for learning increases. ML methods can be split into two types of techniques: 
supervised learning, which trains a model on known input and output data so 
that it can predict future outputs, and unsupervised learning, which finds hidden 
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patterns or intrinsic structures in input data. In addition, supervised learning 
algorithms can be divided into two groups: regression (when the target variable 
is quantitative) et classification (when the target variable is qualitative). Since the 
study aims to predict visibility (which is a quantitative variable) then the regres-
sion methods will be used. 

This paper is organized as follows: After a description of the dataset, the dif-
ferent Machine Learning methods that will be used are briefly described. Then 
visibility prediction results, obtained during a harmattan season in Burkina Faso 
are presented, before concluding. 

2. Materials and Methods 
2.1. The Data 

To predict the meteorological visibility, two kinds of data are used: the attenua-
tions of the power level of a commercial microwave link, and weather data.  

The attenuation values of the microwave signal come from the network of Telecel 
Faso, a mobile phone operator in Burkina Faso. The UNIVERSITE-NABIYAAR 
link, shown in Figure 1 is considered. This link is 1.45 km long, transmitting at 
13.143 GHz, vertically polarized, and located 2.2 km from the Ouagadougou in-
ternational airport. 

When a microwave signal propagates between a transmitting and a receiving 
antenna, it is gradually attenuated due to the free space propagation [11], at-
mospheric gases and associated effects [12]. If one knows the transmission fre-
quency (f[Ghz]) and the link length (d[km]), the attenuation due to free space 
propagation is constant and is determined by Equation (1) [11].  

( ) ( ) ( )10 km 10 GhzdB 32.4 20log 20logFL d f= + +             (1) 

The attenuation due to atmospheric gases and associated effects depends on 
the pressure, the temperature, and the water vapor concentration [12]. 

 

 

Figure 1. Localization of Ouagadougou international airport and 
Université-NabiYaar CML. 
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The sum of attenuations due to free space propagation, atmospheric gases and 
associated effects, is denoted baseline and noted b(t). The baseline can time va-
ries, according to the time variation of the weather parameters over the link. 

Moreover, if the microwave propagating between 2 antennas encounters a 
weather event (rain, snow, fog, dust, etc.), it undergoes additional attenuation 
due to this event. This study considers the case of the presence of a dense dust 
sheet on the microwave link, illustrated in Figure 2. 

Let’s note by Tx, the transmitted power level, typically constant in the absence 
of automatic gain control, and Rx(t) the received power level. The attenuation of 
the microwave signal, a(t), is: 

( ) ( ) ( ) ( )x xa t T R t b t tδ= − = +                  (2) 

where b(t) is the baseline and δ(t) is the additional attenuation due to dust.  
In this study, the emitted and power received levels (respectively Tx and Rx(t)) 

were collected by an acquisition system installed at the Laboratoire Matériaux et 
Environnement (LA.ME) of Université Joseph KI-ZERBO (Burkina Faso), over 
the period from November 2019 to April 2020. This system records the power 
levels of Telecel Faso’s commercial links with a sampling period of one minute. 
These data are then downsampled at a one-hour period. For each dust event, the 
baseline is manually determined and then additional attenuation due to the dust 
is derived. 

The second king of data used in this study is the weather parameters including 
temperature, dew point, wind speed, wind direction, atmospheric pressure, and 
meteorological visibility measurement provided by Burkina Faso weather ser-
vices. These data are recorded at a one-hour sampling period at the Ouagadou-
gou international airport and are available at [13]. 

Table 1 shows the attenuations due to dust for the UNIVERSITE-NABIYAAR 
link, as well as the weather parameters for the dusty event of November 15, 2019, 
between 4:00 at 11:00. 

 

 
Figure 2. Attenuation of the CML signal in the presence of dust. 
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Table 1. CML attenuations and weather data for November 15, 2019, between 4:00 at 11:00. 

Time 
Temperature 

(˚C) 
Dew point 

(˚C) 
Wind speed 

(km/h) 
Wind  

direction (˚) 
Atmospheric  

pressure (mbar) 
Measured meteorological  

visibility (km) 
Attenuation 

(dB) 

4 h 20 15 3.7 320 1010 8 0.27 

5 h 20 15 5.56 320 1010 8 0.27 

6 h 20 15 3.7 330 1011 6 0.28 

7 h 22 15 1.85 330 1011 2.5 2.27 

8 h 27 10 9.26 20 1012 2.5 2.27 

9 h 30 9 11.1 40 1012 4.5 2.76 

10 h 33 7 13 50 1012 8 0.27 

11 h 35 6 16.7 40 1012 ≥10 0.001 

2.2. Machine Learning Methods 

Supervised Machine Learning methods can be mainly split into three groups: 
- Decision tree algorithms which build a model of decisions based on actual 

values of attributes in the data. 
- Ensemble methods which stand for machine learning technique that com-

bines several base models in order to produce one optimal predictive model. 
- Instance-based algorithms that build up a training dataset and compare 

new data to the dataset using a similarity measure in order to find the best match 
and make a prediction. 

In this study, well-known and most used methods have been considered for 
each group: Classification And Regression Trees (CART) [14], Random Forest 
[15], and Support Vector Machines [16]. Note that all these methods can be used 
for classification as well as regression problems. 

The CART algorithm is a supervised learning algorithm that uses a flowchart, 
like a tree structure, to show the predictions that result from a series of fea-
ture-based splits. It starts with a root node and ends with a decision made by 
leaves. The tree is built by the recursive partition of each node according to an 
attribute maximizing the homogeneity gain. 

The random forest is an improved version of decision trees [15]. This algo-
rithm builds hundreds or even thousands of more or less decorrelated trees.  

As far as concerned the Support Vector Machines [16], it aims at finding the 
best decision boundary (also called hyperplane) that can segregate n-dimensional 
space into classes so that one can easily put the new data point in the correct 
category. 

3. Results and Discussion  
3.1. ML Steps Description 

For building the database, CML attenuations and weather parameters of 17 days 
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with dusty events are used. 
Before applying the three Machine Learning algorithms, the data were pre-

viously normalized using formula (3):  

 norm
X mX
σ
−

=                          (3) 

where X represents a given descriptive variable, m and σ are the mean and stan-
dard deviation of this variable, respectively. normX  is the normalized variable.  

Then, the data were randomly split into two groups: training data (80%) and 
test data (20%). The different Machine Learning methods were applied to train-
ing data and then the obtained models are validated on the test data. Figure 3 
illustrates the processing steps. 

3.2. Looking for the Hyperparameters  

To apply ML methods to the dataset, libraries provided by Python are used. To 
find the model for the dataset, one needs to determine the hyperparameters for 
each method during the learning step. To do so, for each method, different val-
ues are tested for each parameter, thus hyperparameters correspond to those 
which give the best prediction performance. Table 2 shows the results of this 
stage. 

3.3. Results and Discussions 

The 3 Machine Learning methods described below are successively applied to 
the data sets. For each method, a comparison of the measured and predicted vi-
sibility distances is performed by computing the Pearson correlation coefficient 
(ρ) [17] between these two variables, as well as the Mean Square Error (MSE) 
[17]. Table 3 presents the performances of the 3 models. 
 

 
Figure 3. ML methods application steps. 
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By considering the correlation coefficient, the Random Forest method has the 
best result with a correlation coefficient of 0.97. It is followed by CART (0.94) 
and SVM (0.84). The random Forest method has again the best result in terms of 
MSE (0.60). It is still followed in order by CART (0.99) and SVM (2.65). 

The Random Forest method is therefore the one that presents the best results 
and will be used for the rest of the study. 

Another aspect of this study is to select the best variables that explain the ob-
tained model. To do this, for the Random Forest method, the weight of each va-
riable in the meteorological visibility prediction model is evaluated by the “For-
ward Selection” method [18]. This method tests the effect of adding a new varia-
ble in the prediction accuracy, using a regression criterion. A variable is selected 
if it significantly improves the performance of the model. The process is re-
peated until no remaining variable significantly improves the performance of the 
model. Here, the criterion for selecting the variables is the correlation coefficient 
between the measured and the predicted visibility distance. Table 4 shows the 
result of the variable selection method.  

 
Table 2. Description of the different parameters for each method. 

ML methods Hyperparameters 

CART 
Homogeneity gain = Mean Square Error 

Maximum depth of the tree = 4 

Random Forest 

Homogeneity gain = Mean Square Error 

Maximum depth of the tree = 6 

Number of trees = 10 

SVM 
Kernel = Radial Basis Function 

Regularization parameter = 6.1 
 

Table 3. Performance of the 3 ML models for weather visibility prediction. 

Method ρ MSE 

CART 0.94 0.99 

Random Forest 0.97 0.60 

SVM 0.84 2.65 
 

Table 4. Results of Forward Selection method. 

Number of variables Variables names ρ 

1 CML attenuation 0.94 

2 CML attenuation, Dew point 0.97 

3 CML attenuation, Dew point, Wind speed 0.95 

4 
CML attenuation, Dew point, Wind speed, Atmospheric 
pressure 

0.95 

5 
CML attenuation, Dew point, Wind speed, Atmospheric 
pressure, temperature 

0.95 

6 
CML attenuation, Dew point, Wind speed, Atmospheric 
pressure, temperature, Wind direction 

0.95 
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As one can see in Table 4, the CML attenuations alone yield a correlation 
coefficient of 0.94. This leads to believe that with this parameter alone, one can 
properly estimate the meteorological visibility. By taking into account the dew 
point, we obtain a correlation coefficient of 0.97, that is to say, an improvement 
of 0.03 representing the contribution of the dew point on the accuracy of the 
prediction. The accuracy of the model degrades when the other variables are 
taken into account (see Table 4). 

4. Conclusions 

In West Africa and particularly in Burkina Faso, the harmattan may cause each 
year, strong meteorological visibility reduction, with the suspension of dust for 
several days. This leads to safety risks in transportation. In this work, Machine 
Learning methods are used in order to predict meteorological visibility in dusty 
conditions, from the attenuation of the signal of a commercial microwave link 
provided by the mobile phone operator Telecel Faso, and weather data (temper-
ature, dew point, wind speed, wind direction, atmospheric pressure). Among the 
3 Machine Learning methods that have been tested, Random Forest gives the 
best performance in terms of correlation coefficient (0.97) and Mean Square Er-
ror (0.60), between recorded and estimated visibility distance. By using the For-
ward Selection method, we show that with only the microwave signal attenua-
tions, the correlation coefficient between recorded and estimated visibility dis-
tance is 0.94. The combination of attenuation and dew point gives the best visi-
bility prediction results.  

Future work will investigate dust automatic detection methods, as well as au-
tomatic estimation of microwave attenuation baseline. 
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