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Abstract: Camera traps deployed in remote locations provide an effective method for ecologists
to monitor and study wildlife in a non-invasive way. However, current camera traps suffer from
two problems. First, the images are manually classified and counted, which is expensive. Second,
due to manual coding, the results are often stale by the time they get to the ecologists. Using the
Internet of Things (IoT) combined with deep learning represents a good solution for both these
problems, as the images can be classified automatically, and the results immediately made available
to ecologists. This paper proposes an IoT architecture that uses deep learning on edge devices to
convey animal classification results to a mobile app using the LoRaWAN low-power, wide-area
network. The primary goal of the proposed approach is to reduce the cost of the wildlife monitoring
process for ecologists, and to provide real-time animal sightings data from the camera traps in
the field. Camera trap image data consisting of 66,400 images were used to train the InceptionV3,
MobileNetV2, ResNet18, EfficientNetB1, DenseNet121, and Xception neural network models. While
performance of the trained models was statistically different (Kruskal–Wallis: Accuracy H(5) = 22.34,
p < 0.05; F1-score H(5) = 13.82, p = 0.0168), there was only a 3% difference in the F1-score between
the worst (MobileNet V2) and the best model (Xception). Moreover, the models made similar errors
(Adjusted Rand Index (ARI) > 0.88 and Adjusted Mutual Information (AMU) > 0.82). Subsequently,
the best model, Xception (Accuracy = 96.1%; F1-score = 0.87; F1-Score = 0.97 with oversampling),
was optimized and deployed on the Raspberry Pi, Google Coral, and Nvidia Jetson edge devices
using both TenorFlow Lite and TensorRT frameworks. Optimizing the models to run on edge devices
reduced the average macro F1-Score to 0.7, and adversely affected the minority classes, reducing
their F1-score to as low as 0.18. Upon stress testing, by processing 1000 images consecutively, Jetson
Nano, running a TensorRT model, outperformed others with a latency of 0.276 s/image (s.d. = 0.002)
while consuming an average current of 1665.21 mA. Raspberry Pi consumed the least average current
(838.99 mA) with a ten times worse latency of 2.83 s/image (s.d. = 0.036). Nano was the only
reasonable option as an edge device because it could capture most animals whose maximum speeds
were below 80 km/h, including goats, lions, ostriches, etc. While the proposed architecture is viable,
unbalanced data remain a challenge and the results can potentially be improved by using object
detection to reduce imbalances and by exploring semi-supervised learning.

Keywords: deep learning; animal classification; image classification; Internet of Things; image
processing; edge computing; animal surveillance; wildlife monitoring; edge computing

1. Introduction

Animals’ behavior, movements, and locations can be captured using various mon-
itoring techniques. Ecologists often use camera traps to capture images of animals in a
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non-invasive manner. Camera traps are especially useful because they allow for stan-
dardized data collection while causing minimal disturbance to wildlife. Camera traps
generate a large amount of data that can be used regionally or globally [1]. Camera traps
are typically left in the wild for months, accumulating a large number of images. However,
data captured using camera traps often does not reach its full potential due to the costly
and time-consuming manual procedures needed to label and classify the captured images.
Camera traps are also easily triggered by environmental events such as wind, temperature
changes, or vegetation movement. This creates ‘ghost’ images that do not contain animals
and need to be filtered out. A survey conducted by Glover-Kapfer et al. [2] identified image
classification as one of the top five camera-trapping limitations. Another top constraint
was poor camera-sensor performance that can increase false positives by capturing empty
images. Other challenges included remote access to camera trap data. Subsequently, a
vision for camera-trapping was formulated, which involved the wireless transmission of
data, networks of connected sensors, automation of various processes—such as image
filtering and movement tracking—and collaborative tools for managing and analyzing the
camera trap data.

This paper addresses two key shortcomings in the current use of camera traps for
wildlife monitoring, which are the real-time transmission of data and labelling of images.
These challenges are addressed by proposing and evaluating an IoT-enabled deep learning
architecture for camera trap image classification. This proposed system is designed to
instantaneously detect the type of animal from images captured by the camera traps. The
system does so by using deep learning techniques deployed right at the camera trap.
Information about the recognized animal is then sent to the ecologists using a low-power
network that can be easily deployed in remote locations where camera traps are typically
deployed. Each ecologist is provided with a mobile app showing the latest animal sighting,
including the location, time, and the type of animal sighted. Using the proposed system, an
ecologist who currently has to wait several months for camera trap images to be retrieved
from a camera trap, and then has to manually detect the animals in the images, will
immediately receive the same information a few seconds after the image is captured by the
camera trap without any human intervention whatsoever. The proposed system will hence
not only reduce the overall cost of image capture and classification, but also significantly
decrease the response time for any interventions or actions the ecologists may decide to
take upon a particular animal sighting.

The contributions of this paper include:

• A survey and comparison of the deep learning models used for the task of animal
classification

• Proposing an end-to-end IoT camera trap system that uses a low-power, wide-area
network to classify the animal images captured in the wild in real-time

• Building and evaluating a deep learning animal classifier based on images from the
camera traps

• An experimental evaluation of the commonly embedded edge hardware devices that
perform the animal classification on the edge

The paper is organized as follows: Section 2 presents the literature review of the related
and relevant works, including the camera trap image classification and edge deployment
of deep learning models; Section 3 presents a proposed IoT architecture for the camera
traps; Section 4 presents the materials and methods for the study; and Section 5 presents
and discusses the results. The paper ends with a conclusion section.

2. Literature Review
2.1. Animal Image Classification Using Convolutional Neural Networks

Ever since the pioneering work of LeCun et al. [3] on handwritten zip code detection,
Convolutional Neural Networks (CNNs) have been used for many image recognition
problems. CNNs have also shown good results when applied to the animal classification
problem, reporting accuracies of 90% and above. For example, Okafor et al. [4] trained a
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fine-tuned InceptionV1 model to achieve a top-1 test classification accuracy of 99.93% on
a Flicker-obtained dataset of 5000 images consisting of bears, elephants, leopards, lions,
and wolves. Similarly, Zmudzinski [5] trained GoogLeNet on a 1000-image dataset to
distinguish between three species of guinea pig and obtained a classification accuracy of
99.31%. Yousif et al. [6] trained AlexNet specifically for camera trap image classification and
obtained an accuracy of 95.6%. Huang and Basanta [7] proposed a novel CNN comprising
of five convolution layers that classified a 27-species bird dataset of 3563 images with
95.37% accuracy. This proposed CNN contained skip connections, much like the ResNet
architecture [8], which obtained the highest training accuracy when compared to non-
residual and Support Vector Machine (SVM) models. Allken et al. [9] used a fish species
classifier based on InceptionV3 using a synthetic 10,000-image dataset to obtain an accuracy
of 94%. Hu and You [10] used ResNet18 on the 19,465-image Animal-10 dataset to obtain
an accuracy of 92%. Lai et al. [11] trained Xception on the Stanford Dogs Dataset of
20,580 images and 120 breeds to achieve a species classification accuracy of 91.29%. Tabak
et al. [12] trained a ResNet-18 CNN on a 3.37 million-image dataset comprising of images
from five U.S. states and achieved a multi-class classification accuracy of 97.6%. Whytock
et al. [13] trained ResNet-50 on a 300,000-image dataset comprising of 26 different species
and attained 77.63% accuracy. Schneider et al. [14] also trained DenseNet201 and Xception
on the Parks Canada dataset that contained 47,279 images of 55 classes and achieved 95.6%
and 95.4% classification accuracy and 0.794 and 0.786 F1-scores, respectively. However,
Schneider et al. [14] observed a 26.9% drop in accuracy in both models and a 0.096 and 0.14
drop in F1-scores, respectively, when applying the trained models to animals in unseen
locations, raising questions about overfitting of the models. This issue was also highlighted
by Tabak et al. [15], who proposed to solve this issue by training ResNet-18 on a mixed
dataset comprising of animal images from ten different states in the U.S., achieving a
classification accuracy of 96.8% and packaging these trained models into an R package
named Machine Learning for Wildlife Image Classification (MLWIC) [16].

Mixed approaches have also been used in animal classification. For example, rather
than using individual images for image classification, Shashidhara et al. [17] took a different
approach of capturing animal images in “burst”, wherein each instance of animal movement
was captured not by a single image but by a series of three to five images. These images
were then concatenated and represent a single data point whose temporal information
could be leveraged to aid in classification. Using this technique, they trained ResNet-152 to
achieve an ROC AUC of 0.857. Finally, Norouzzadeh et al. [18] proposed a hybrid approach
of combining manual image labelling with CNN image classification. This active learning
approach involved training a model to not only classify images, but to determine which
images, from a dataset of mostly unlabeled data, were the best candidates for manual
labelling in order to aid the model in labelling the rest by itself. Using this approach, they
trained ResNet-50 to achieve 91.37% accuracy.

In order to deal with the “non-animal” or ghost images problem prevalent in camera
traps, prior classification or object-detection techniques have been used. For example,
Vargas-Felipe et al. [19] used SVM and achieved a 99.95% accuracy in classifying between
empty images and those with Ovis canadensis. Similarly, Willi et al. [20] trained ResNet18
on the Camera CATalogue dataset to distinguish between animals (“non-empty”), vehicles
(under “empty”), and other “empty” objects using randomly initialized weights and
achieving an accuracy of 98.0%. They also trained a fine-tuned ResNet18, initialized on
weights based on other unspecified camera trap projects, on the Elephant Expedition
dataset and achieved up to 96.6% accuracy. Similarly, Chen et al. [21] proposed an AlexNet-
based CNN with five convolution layers initialized on AlexNet weights, which achieved
a binary (badger vs. no-badger) classification accuracy of 98.05% and a multi-class (six
classes: badger, bird, cat, fox, rat, and rabbit) accuracy of 90.32% when trained on an
8368-image dataset. Using drone imagery, Sahu [22] trained U-Net to detect and classify
lizards from other background objects using a slightly different two-step approach. The
approach included training the model on a dataset with only lizards (positive class) and
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then training it on the full dataset of background images that contained multiple, single, or
no lizards. Using this approach, the model was able to achieve 98.63% accuracy. Similarly,
Nguyen et al. [23] used a binary classifier based on VGG-16 and a multi-species classifier
ResNet-50 to attain 96.6% and 84.39% accuracies, respectively. Gomez et al. [24] used
ResNet101 to achieve a binary (birds vs. no birds) accuracy of 97.5% and multi-class (bird
species) accuracy of 90.23%. Others, like Beery et al. [25] and Shepley et al. [26], used
object detection techniques to eliminate non-animal images before classification. An object
detection approach proposed by Wei et al. [27] outperformed MLWIC [16]. Finally, Cunha
et al. [28] compared the performance of the classification and object detection approaches to
the empty-image identification problem and showed that object-detection approaches, like
EfficientNet-D0 and SSDLite + MobileNet-V2, outperformed classifier-only approaches,
like MobileNet-V2, EfficientNet-B0, and EfficientNet-B3.

Besides using state-of-the-art CNNs such as GoogLeNet, AlexNet, ResNet, U-Net, and
VGG, many have proposed novel CNN architectures for the animal classification problem
(e.g., [7,21]). For example, Teto and Xie [29] proposed a capsule network that achieved
a 79% accuracy compared to VGG-16 (96.4%) and InceptionV3 (95%) after being trained
on a 500,000-image subset of the Snapshot Serengeti dataset. Rathi et al. [30] proposed a
novel three-layer CNN trained on the 27,142-image Fish4Knowledge dataset with a 96.29%
classification accuracy. Zuluaga et al. [31] proposed a novel CNN called MixtureNet that is
comprised of the concatenated features and last pooling layers from GoogLeNet, ResNet50,
ResNet101, and ResNet152, all of which were trained on the 9208-image Alexander von
Humboldt database. MixtureNet obtained an accuracy of 92.65% when classifying between
ten classes. Tariq et al. [32] proposed a binary classifier comprised of five convolution
layers to classify between snow leopards and other animals. In their work, the CNN was
trained on an unspecified local dataset of 1500 images and achieved an accuracy of 91%.
Jiang et al. [33] proposed a Bilateral Convolution Network (BCNet) comprised of two
parallel networks and designed to achieve a trade-off between the classification accuracy
and model size in order to be feasible on mobile and edge computing devices. BCNet4
contained two convolution layers and two fully connected layers that performed with 83.9%
classification accuracy on a 50-species, 37,322-image dataset with a model size of 16.80 MB
and a computational complexity of 0.62 GFlops. This is comparable to another lightweight
CNN architecture, EfficientNetB0 (of the EfficientNet series), that has a size of 29.00 MB [34],
a complexity of 0.4 GFlops [35], and a macro-F1-score of 0.225 according to the top seven
(out of 336) entry on the iWildCam 2019 animal image recognition competition [36]. Finally,
an aquatic species classifier based on a CNN with two convolution layers obtained an
accuracy of 85.59% [37].

Table 1 shows a summary of applying CNNs for animal image classification.

Table 1. Applications of CNNs on animal image classification.

Author Model Name Model Size (MB) a,* Dataset Size Accuracy (%)

Okafor et al. [4] InceptionV1 28 5000 99.93
L. Zmudzinski [5] InceptionV1 28 1098 99.31

R. Sahu [22] U-Net 62.3 2800 98.63
Tabak et al. [12] ResNet18 45 3,741,656 97.60
Willi et al. [20] ResNet18 45 8,740,000 96.60

J. K. Teto & Y. Xie [29] VGG16 528 500,000 96.40
Rathi et al. [30] Novel 5L CNN NR 23,000 96.29
Yousif et al. [6] AlexNet 233 60,000 95.60

Schneider et al. [14] DenseNet201 80 47,279 95.60
Y. Huang &

H. Basanta [7] Novel 7L CNN NR 3563 95.37

Allken et al. [9] InceptionV3 92 2400 94.00
Zuluaga et al. [31] MixtureNet NR 9208 92.65

Hu M. & You F. [10] ResNet18 45 19,465 92.00
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Table 1. Cont.

Author Model Name Model Size (MB) a,* Dataset Size Accuracy (%)

Lai et al. [11] Xception 88 20,580 91.29
Tariq et al. [32] Novel 5L CNN NR 1500 91.00

Nguyen et al. [23] ResNet50 98 107,022 90.40
Chen et al. [21] Novel 7L CNN 200 8368 90.32

Gomez et al. [24] ResNet101 171 2597 90.23
Villa et al. [38] ResNet101 171 783,726 88.90
Miao et al. [39] ResNet50 98 111,476 88.10

Yin Z. & You F. [40] VGG16 528 1200 88.00
Jiang et al. [33] BCNet4 16.8 4200 83.90

Khalifa et al. [37] Novel 4L CNN NR 1521 85.59
a Besides the papers themselves, model sizes were retrieved from [34,41–43]. * NR = not reported.

Table 1 shows the model used, its size in MB, size of the dataset used, and the accuracy
achieved. As the table shows, it was possible to use pre-trained models like Inception and
ResNet to obtain high accuracies. In addition, the model sizes varied between 28 MB to
528 MB.

2.2. Using Edge Devices for Camera Trap Animal Classification

Using machine learning and deep learning approaches to process large amounts of
data requires considerable computational resources, and therefore, many such resource-
intensive programs run on the cloud. However, deploying a deep learning model on the
edge could be a better solution and more cost-effective for applications where the network
bandwidth is scarce, low latency is required, and/or security is an issue. For example,
camera traps are usually deployed in remote areas where the network bandwidth and speed
are limited, and therefore, sending all images captured by the camera trap to the cloud is
potentially slow and expensive. This is especially relevant because many captured images
are empty or contain ghosts and do not provide any interesting or important information.
Being able to classify the animal images captured by camera traps on the edge will help
eliminate empty images and identify animals on the spot without the need to send anything
to the cloud for processing or to collect data manually from the camera traps. IoT cameras,
including dash mounted cameras, drone cameras, Google glass, and phone cameras, are
already prevalent in our lives and have several applications in law enforcement and traffic
monitoring. Such edge cameras allow for the crowdsourcing of videos that are used to
find a variety of targets [44]. Camera traps can similarly be incorporated within an IoT
ecosystem to help identify animals.

Edge devices like Raspberry Pi [45–52] and Nvidia Jetson [45,53–57] have been previ-
ously used for edge-based detection of animals. Raspberry Pi 4 Model B is a single-board
computer (SBC) with a Broadcom BCM2711 System-on-a-Chip (SoC) comprising of a Quad-
core Cortex-A72 (ARM v8) 64-bit 1.5 GHz CPU and a VideoCore VI 3D 500 MHz GPU. Pi
can support up to 8 GB of LPDDR4-3200 SDRAM and uses a microSD for storage. Pi has a
two-lane MIPI CSI camera port, HDMI and Display Port for the display output, and 4 USB
ports. The Pi also supports Gigabit Ethernet, Bluetooth 5.0, BLE, and 2.4/5 GHz Wi-Fi for
connectivity [58]. Similarly, NVIDIA Jetson Nano is another small, low-power computer
specifically designed for AI and neural network applications. Nano uses a Quad-core
Cortex A-57 CPU clocked at 1.43 GHz and an NVIDIA 128-core GPU. Nano allows the
GPU to run neural networks in the TensorRT format. Nano contains a 64-bit, 4 GB LPDDR4
memory with a RAM speed of 25.6 GB/s and a microSD for storage. Nano also has a 2-lane
MIPI CSI-2 DPHY camera port, HDMI and Display Port for display output, and 5 USB
ports [59]. Google Coral is another potential candidate edge device specially designed for
machine learning applications. Coral contains an on-board Edge TPU, which performs up
to 4 trillion operations per second. The Coral has a Quad-core Cortex A-53 CPU clocked at
1.5 GHz and an integrated GC7000 Lite Graphics card. Coral has 1 GB of LPDDR4 RAM
and uses a microSD for storage. Coral has a 4-lane MIPI-CSI-2 camera port, HDMI and
MIPI-DSI for display output, and 4 USB ports. Coral supports Gigabit Ethernet, Bluetooth
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4.2, and 2.4/5.0 GHz Wi-Fi for connectivity [60]. Any of the above-mentioned devices can
be used to process images on the edge because they support camera, native neural network
processing, and microSD image storage capabilities.

Neural network models are typically optimized to run on an edge device. Tensorflow
Lite and Tensor RT are two common target edge-optimized frameworks for mobile and
embedded devices [61]. However, optimizing a neural network for the edge may have
an impact on the speed of inference, power consumption, and performance. For example,
Mathur and Khattar [46] compared TensorFlow and TensorFlow Lite versions of their model
and noticed that the ResNet-50 took about 1

4 of the time to classify a single image while
drawing twice the amount of power. Similarly, Ramos-Arredondo et al. [53] compared
MobileNetV2 against a quantized version and a TensorFlow Lite version. They noticed
that the quantized and TensorFlow Lite versions had more frequent false detections. In
addition to using the standardized optimization frameworks, custom optimizations can
also be utilized. For example, a pruned CNN architecture that resulted in a smaller, less
complex network that had the same performance as the original network was proposed
by Rohilla et al. [56]. In doing so, they were able to reduce the number of parameters of a
five-layer CNN model by 94% (from 40,000 to 2400 parameters).

An earlier work using machine learning methods using edge devices to classify and
detect animals automatically was proposed by Matuska et al. [62]. They proposed an
Automatic System for Animal Recognition (ASFAR). The system detected and classified
animals through the use of distributed watching devices that consisted of a video camera,
computation unit, control unit, communication unit, and a supply unit, which could
detect an animal presence and send back information to a main computing unit (MCU) for
evaluation. The MCU classified unknown objects using a bag of visual points method with
an SVM classifier. The model was trained on 300 images from 6 different animals and was
tested on 50 images and achieved a classification score of 94%. Similarly, Ramos-Arredondo
et al. [53] developed autonomous and portable photo identification by optimizing the image
classification algorithms that were based on Scale Invariant Feature Transform (SIFT). The
system classified dorsal fin images of the blue whale through offline information processing
on a mobile platform. The system was deployed in a Jetson Tegra TK1 GPU platform
with 192 cores. The model was trained on 300 images and tested on 1172 images from
the CICIMAR-IPN blue whale database. Tests were performed on segmented images and
unsegmented images of the blue whale dorsal fin. Results showed that the accuracy of
classifying six classes using unsegmented ROIs ranged between 66.27% and 95.36%, while
the segmented ROIs showed better accuracy ranging between 79% and 93%.

More recently, Elias et al. [57] proposed an end-to-end distributed data acquisition and
analytics system that implemented an IoT architecture consisting of sensors (cameras), edge
cloud, and a back-end public or private cloud. This system was implemented for wildlife
monitoring and integrated with remote motion-triggered camera traps. The proposed
methodology included a novel deep learning training technique where the model was
trained using synthetic images constructed using freely available labelled images from
Google Images. Those images were combined with empty images captured by camera traps
at different times of the day. The trained model, based on InceptionV3, was then transferred
to the edge cloud where the classification was performed. Only the classified animals of
interest were transmitted to scientists as requested. This approach avoided transferring
large training sets to a private or public cloud to train a model, hence reducing the time
and bandwidth requirements for image transfer, as well as saving end-user analysis time.
Transferring only the classified images required approximately one-third of the time of
transferring all the images.

Raspberry Pi is a popular choice for running animal classification on edge. For
example, Curtin and Mathews [50] used a Raspberry Pi-based camera system augmented
with a deep learning image recognition model for detecting wildlife. The system had a
total estimated cost of $50, as compared to the trail cameras which cost upwards of $100.
The system used a simple CNN with two convolutional layers to classify images into one
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of three classes: snow leopard, human, and other. The model was trained on 3600 images,
of which 1262 pictures were of human pedestrians from the VIPeR database, 1568 pictures
were of snow leopards, and 768 pictures were of natural background environments (for
the “other” category) obtained from the ImageNet database. The model was designed to
run on the edge so that only pictures of the desired animals were transferred to the user.
The system was tested in different settings, one in which the images were pre-downloaded
on the Raspberry Pi, and another in which the images were captured and classified in
real-time. The Raspberry Pi model was able to classify 347 pre-downloaded images in
29.2 s. However, in the live capture experiment, classification and image capture took
0.12 s per image. The accuracy achieved through the live testing was only 74% for snow
leopards, 77% for humans, and 72% for the “other” category which was much lower than
the pre-downloaded image results of 96%, 85%, and 99%, respectively. This difference
could be because of the lower resolution of the onboard camera. The system consumed
0.10 amperes in the live testing mode with an up time of 10 h using four Alkaline AA
batteries. Similarly, Thomassen [47] deployed MobileNet on a Raspberry Pi. The best
model achieved an accuracy of 81.1% on the COAT dataset with a model size of 17 MB.
The Raspberry Pi had a classification speed of 1.17 frames per second (fps) and could
analyze 2.1 million images using a car battery. Liu et al. [63] deployed several image
classification models on a Raspberry Pi that could be connected to camera traps to perform
image classification. They got the best results from a mean-per-class accuracy of 86.7%
using the ResNet-50 224 × 224 model. Monburinon et al. [49] proposed a hierarchical edge
computing solution to detect the intrusion of wild animals in agricultural fields using
a CNN based on MobileNet. Their system had more than two times faster evaluation
time, consumed less than 6% of the network bandwidth, and was more energy efficient.
Finally, Ramos-Arredondo [53] also used a Raspberry Pi as an edge device and selected the
MobileNetV2 model, despite not having the highest accuracy nor the fastest inference time
because of its low false positive rate, higher precision, and its small size.

Nvidia Jetson represents another candidate edge computing device for animal clas-
sification. For example, Liu et al. [63] used MobileNetV2 deployed on a Jetson TX2.
MobileNetV2 outperformed MobileNetV1 and InceptionV3 with a validation set accuracy
of 92.89%. MobileNetV2 also provided a suitable model size of 40 MB. Rohilla et al. [56]
used the Nvidia Jetson TX1 to process images captured by camera traps. They trained
a five-layer CNN on 27,370 fish images captured from a live video feed and pruned the
trained model by removing all of the zero activation neurons. Arshad et al. [54] used an
Nvidia Jetson TX2 as the edge device with a CNN-based YOLOv3 object detector coupled
with a discriminative correlation filter-based tracker. The system was used to identify and
count deer in the wild, where the deer count was transmitted to a remote server through
4G connectivity. In a 14-day trial, this system was able to process 170 videos that needed
18.5 h of manual processing in 0.3 h, resulting in a 98% reduction in effort. The system was
able to identify 17 deer out of the 20 deer present in the trial. Finally, Islam and Valles [55]
used NVIDIA Jetson Nano along with a camera module to run a CNN network that could
detect snakes, lizards, and toads/frogs from the camera trap images. A commercial camera
trap was used in an experiment where the data was captured and saved in a microSD card
and was transferred using a portable adapter.

Table 2 summarizes the performance obtained by prior CNN models. As the ta-
ble shows, mostly the Tensor Flow Lite versions of known models, like Inception V3 or
MobileNet-V2, have been deployed. The accuracies range between 70 to 90%. Table 2
also shows that the size of the models varies between 15 to 87 MB. The size is generally
proportional to the number of weights, and hence, the number of operations required for
inference. Therefore, this will have an impact on the inference time as well.
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Table 2. Model Performance of Animal Classifiers on the Edge.

Reference Model Name Model Size (MB) * Dataset Size * Performance

Zualkernan et al. [45] TFLite Inception-V3 87 33,948 Accuracy: 92%, F1-Score: 0.90

Thomassen [47] MobileNet-V2 17 11,211 Avg. precision: 0.61, avg. recall:
0.49, accuracy: 81.1%

Mathur & Khattar [46] TFLite ResNet-18 (64 × 64), (224 × 224),
TFLite ResNet-50 (64 × 64), (224 × 224) NR 64,000 Mean per-class accuracy: 72.7%,

84.2%, 72.7%, 87.6%

Monburinon et al. [49] MobileNet NR NR Accuracy: 90%

Curtin et al. [50] Two-layer CNN 19 3600 Mean accuracy: 74.33%

Tydén & Olsson [52]

Inception-V2 55

4008

Mean Avg. precision: 0.84
MobileNet-V2 25 Mean Avg. precision: 0.82

MobileNet-V2 quantized NR Mean Avg. precision: 0.81
MobileNet-V2 TFLite NR Mean average precision: 0.8

Liu et al. [63]
MobileNet-V1 NR

27,406
Accuracy: 92.6%

MobileNet-V2 40 Accuracy: 95%
Inception-V3 NR Accuracy: 93.6%

* NR = not reported.

Table 3 shows the hardware metrics when reported. As the table shows, the inference
speeds vary widely between 0.09 frames per second to 17.5 frames per second when an
edge GPU like the Jetson TX2 was used. Capturing an image on a camera trap depends
on the trigger speed, which is how long it takes a motion detector to detect and capture
and image followed by the inference speed that determines how long it takes to classify
the image as one of the known animals. For example, most commercial camera traps have
a trigger delay of between 0.3 and 0.7 s. Therefore, a Pi that can do an inference at 0.09
frames/s or 11 s per frame (Mathur & Khattar [46]) will effectively take about 11.3 s to
process a single image. While this delay may be acceptable for slow moving or far away
animals, it may not be feasible to capture running animals such as a goat, which can achieve
speeds of up to 80 km/h. In general, the ability to capture an image will depend on many
other factors, like the camera’s sensor size, focal length, and, eventually, the angle and field
of view. These are discussed in more detail in the results section of this paper.

Table 3. Hardware Performance of Animal Classifiers on the Edge.

Reference Edge Device Power Consumption (W) * Inference Speed (FPS) CPU Utilization (%) *

Zualkernan et al. [45] RPI 4B 4.43 0.56 mean 49.94, max 80

Thomassen [47] RPI 3B 1.46 1.17 min 48.8, max 57

Mathur & Khattar [46] RPI 3

max 1 2.56

mean 15
max 2 0.25
max 2 1.09
max 2 0.09

Monburinon et al. [49] RPI 3B 3.21 min 0.3
max 1.04 NR

Curtin & Matthews [50] RPI 3B+ max 0.5 8.33 NR

Tydén & Olsson [52] RPI NR

1.24

NR
3.18
3.16
3.18

Liu et al. [63] Jetson TX2 NR 17.57 NR

* NR = not reported.

3. Proposed IoT Architecture

A prototype based on the proposed IoT architecture of a camera trap system shown in
Figure 1 was built. As Figure 1 shows, a commercial camera trap (Bushnell Trophy Trail
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Camera Trap) equipped with motion sensors can capture images. This camera trap has a
trigger speed of 0.7 s and can store 32 GB of images on an SD card. The camera can detect
animals up to 24 m using a PIR motion detection sensor. The camera has a night vision
flash to capture images over 24 h, day or night. The images captured were stored on a Wi-Fi
enabled SD card, which enabled an AIoT edge device (e.g., Jetson Nano) to retrieve each
image that was captured. The AIoT device then ran the deployed CNN neural network
model to classify the image captured and labelled the image. The label, a timestamp,
and the device ID for each image were then sent through an ESP32 single channel LoRa
gateway to a RAK2245 LoRaWAN multi-channel gateway, which then forwarded the data
to Google’s cloud-hosted Firebase database for storage. The ESP32 LoRa gateway is a three-
network capable device with an ESP32 WROOM module and an RFM95W LoRa modem.
The RFM95W handles the 915 MHz LoRa band, while the ESP32 supports Bluetooth and
Wi-Fi. The RAK2245 LoRaWAN can be installed on a tower to handle multiple edge
cameras in a region of few kilometers. Edge devices, including the camera, can easily be
powered through solar panels in remote locations. This architecture allows a distributed
monitoring approach where camera traps can be placed in optimal locations chosen by
ecologists and operate independently with only classification notifications being sent back
to the centralized server. This is a common approach in IoT systems, and is seen in a variety
of applications, like multi-agent anomaly detection [64]. As Figure 1 shows, a mobile
application interacted with the real-time Firebase cloud database to alert the ecologists
about any new animal spotting.

Figure 1. Proposed IoT system architecture diagram.

Figure 2 shows a few screenshots of the mobile application. The dashboard showing
the status and history of the captured animals is shown in Figure 2a. As can be seen in
the figure, each classification done by each edge device is displayed as a card with the
classification label, camera trap location, and the time the animal was spotted. Figure 2b,c
shows the statistics pages; the mobile application shows information about the most spotted
animal, most active camera, and the disribution of total classifications done in a day.
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Figure 2. A Mobile Application for Camera Traps. (a) Recent Classifications, (b) Most Reported, (c)
Distribution.

The proposed architecture in Figure 1 used LoRaWAN, which is an open access low-
power, wide-area network (LPWAN) technology [65]. The network has a star topology,
meaning the edge devices communicate only with the gateways (e.g., RAK2245) for trans-
ferring data. Multiple gateways are connected to a central network server. This protocol is
well suited for implementation in an IoT network, as most IoT nodes are battery powered
and therefore need a low power solution for the data transfer. However, certain limitations
have been reported in terms of the ability of LoRaWAN gateways to handle a large number
of packets at the same time [66], and the sensitivity of LoRa in the presence of obstacles
and reflectors [67]. The bandwidth limitation of LoRaWAN is not relevant here because
there is a low likelihood of a large number of camera traps simultaneously being triggered
continuously, and, since the edge devices are responsible for inference, only the labels of the
animals observed will be transferred as required. The network design will, however, need
to incorporate reflectors and obstacles, especially in the deep bush, hilly environments, or
when large bodies of water are present.

4. Materials and Methods

A six-step methodology comprising of data pre-processing, hyperparameter tuning,
model training, preparing for edge deployment, model testing, and, finally, hardware
testing was followed. A flowchart of the proposed methodology is shown in Figure 3. Each
component of the methodology is described next.

4.1. Data Description and Preprocessing

The training dataset used in this paper was a private dataset provided by Emirates
Nature-WWF. The sample images from the dataset can be seen in Figure 4. The original
data consisted of 66,851 images of 1920 × 1440 pixels, divided into 40 different classes, 39
of which were animal species classes—while one was a non-animal “ghost” class.
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Figure 3. Flowchart of Proposed Methodology.

Figure 4. Sample images from the Emirates Nature-WWF dataset.
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Due to a significant class imbalance, classes that contained less than 100 images were
removed. This resulted in a dataset containing 66,513 images divided into 15 classes, 14 of
which were animal species and one of which was non-animal or “ghost”. Finally, corrupted
images were removed, resulting in a final dataset size of 66,400 images. Table 4 shows the
image distribution for the various classes in the dataset. It should be noted that, primarily
due to the goat and ghost class, the data was still highly imbalanced.

Table 4. Dataset Class Distribution.

Class Name No. of Images

Acomys cahirinus (AC) 196
Ammomanes deserti (AD) 150

Ammoperdix heyi (AH) 821
Camel 100

Cat 216
Dog 475

Donkey 3284
Emberiza striolata (ES) 186

Fox 9275
Ghost 34,549
Goat 15,617

Oenanthe albonigra (OA) 287
Rat 138

Sheep 779
Spilopelia senegalensis (SS) 327

Total 66,400

4.2. Model Selection and Hyperparameter Tuning

Based on the literature review, Inception-V3, DenseNet-121, ResNet-18, MobileNet-
V2, EfficientNet-B1, and Xception were selected for training and evaluation. All models
were pre-trained on ImageNet. The pre-trained Inception-V3, DenseNet-121, ResNet-18,
and MobileNet-V2 were used from Zualkernan et al. [45]. The original data consisting of
66,400 images were split into an 80:20 training/testing split using stratified sampling to
preserve the class imbalance. The 20% test data was unseen and reserved for testing only.

A grid search was conducted to find appropriate hyperparameters for each model. The
datasets for the grid search were derived from the dataset in Table 4 by taking the stratified
3000-image subsets of the complete dataset. The hyperparameter tuning was conducted
on all six models using GridSearchCV [68]. The grid search training and testing models
used every single combination of the values of the various hyperparameters provided [69].
This type of search is exhaustive in nature, making it much slower but more systematic
than alternative methods, like random search. Even though this method is slower, it can
easily be parallelized because the different hyperparameters used in training are usually
independent of each other.

In this research, batch sizes of 8, 16, and 32, and learning rates of 0.001, 0.01, and 0.05
were used to conduct a grid search for the best combination of hyperparameters. A five-fold
cross-validation was used in the grid search to arrive at the best batch size and learning rate
for each model. This means that the grid search was conducted by systematically varying
the training and testing data using five folds; each time four out of five equal segments of
the 3000-image subset were used to train, and the remaining segment was used to test the
resulting model. The average performance across the five folds was then used to determine
the best hyperparameters for each model. Table 5 shows the parameters for each of the
models used in the training process.

4.3. Model Training and Cross Validation

Each of the chosen models were then trained for 50 epochs using the appropriate
hyperparameters and using the Stochastic Gradient Descent (SGD) optimizer. All layers of
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the pre-trained models were unfrozen to ensure appropriate learning of the unique features
of the dataset. Furthermore, in order to avoid overfitting, a ten-fold cross-validation
strategy is applied, and the results averaged out for each of the models to allow for proper
comparison.

Table 5. Parameters for the various CNN Models evaluated.

Model Name Batch Size Learning Rate No. of Weights
(million) Size (MB) Input Size

(pixels)

No. of Fully
Connected Layer

Neurons

InceptionV3 16 0.05 23.9 92 299 × 299 128
MobileNetV2 16 0.01 3.5 14 224 × 224 512

ResNet18 16 0.01 11.7 45 224 × 224 128
EfficientNetB1 8 0.05 7.9 31 224 × 224 512
DenseNet121 16 0.01 8.0 33 224 × 224 128

Xception 8 0.05 22.9 88 299 × 299 128

4.4. Preparing for Edge Deployment

Based on the previous cross-validation step, the best model was selected for edge
deployment. This model was converted to the two common optimized model formats,
namely TensorFlow Lite [70] and TensorRT [71]. This allowed for deployment onto the
selected edge devices.

The converted edge-optimized models were then deployed onto three different edge
devices, namely the Raspberry Pi 4, the Nvidia Jetson Nano, and the Google Coral Dev
Board. The specifications of each of these devices are discussed in Section 2.2. While the
TensorFlow Lite model was deployed on the Raspberry Pi and the Coral Dev Board, both
the models were deployed on the Jetson Nano in order to enable a comparison.

4.5. Testing and Evaluation

In order to better evaluate the edge-optimized models, performance testing (i.e.,
calculating the F1-scores) was carried out by classifying the 20% unseen data set using the
original Xception model as well as the edge-optimized models.

For the hardware evaluation, each edge device (e.g., Jetson Nano) was stress-tested
by doing 1000 consecutive image classifications on each hardware device. Each edge-
optimized model was tested on each hardware device. Each hardware device used its
respective camera modules to create an extreme situation where intensive wildlife activity
triggers the system continuously. Each image classification consisted of the device camera
capturing the image, pre-processing the image to get the image ready as an input to the
neural network model, and then running the neural network to classify the captured image.
Resources like the current consumption and CPU utilization of each device were measured
over the 1000 image classifications for each model for each edge device. In addition, time
taken for each camera module to capture an image, time taken to pre-process the image
(i.e., resizing and scaling), and the time taken for the neural network model to classify or
infer an animal label were also measured. A comparison was then performed between each
of the devices in order to determine the best device for deployment in the field.

5. Results
5.1. Performance of Various Classifiers

Figure 5 shows the sample loss curves of the trained models. As the figure shows,
while some models like ResNet-18 showed some volatility, no systematic overfitting was
observed.

Table 6 shows the results of a ten-fold cross-validation across all six models, including
the average accuracy and F1-score, standard deviation of each performance metric, and size
of each model. As the table shows, Xception was the best model with an average F1-score
of 0.878 and an average accuracy of 96.1%. MobileNet V2 performed the worst with an



Computers 2022, 11, 13 14 of 24

accuracy of 95.4% but with a significantly smaller size of 18.7 MB, as opposed to 167 MB
for the Xception model.

Figure 5. Loss curves of trained models.

Table 6. Ten-Fold Summary Results.

Model Name Average
Accuracy

Std.
Accuracy

Average
F1-Score

Std.
F1-Score Size (MB)

MobileNetV2 0.954 5.16 × 10−3 0.858 1.23 × 10−2 18.7
InceptionV3 0.960 2.34 × 10−16 0.864 1.71 × 10−2 174.0

ResNet18 0.955 5.27 × 10−3 0.858 1.40 × 10−2 87.5
EfficientNetB1 0.960 2.34 × 10−16 0.863 1.34 × 10−2 52.1
DenseNet121 0.960 4.71 × 10−3 0.871 1.60 × 10−2 55.2

Xception 0.961 3.16 × 10−3 0.878 1.03 × 10−2 167.0

Figure 6 shows a graphical representation of the average F1-score versus the size com-
parison between the MobileNetV2, InceptionV3, ResNet18, EfficientNetB1, DenseNet121,
and Xception. The figure shows that, as expected, the larger models resulted in better
performances. However, as the figure shows, there was only a 3% increase in the F1-score
between Xception and MobileNetV2, while MobileNetV2 was 1/10th the size of Xception.

Figure 6. K-Fold Average Model F1-scores vs. Size.
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Accuracy (Kruskal–Wallis; H(5) = 22.34, p < 0.05) and F1-score (Kruskal–Wallis;
H(5) = 13.82, p = 0.0168) were statistically different across the six models. Table 7 displays
the Kruskal–Wallis H-test ranks. The table clearly shows that Xception was statistically the
best model, followed by DenseNet.

Table 7. Kruskal-Wallis H-test Ranks.

Model F1-Score Median Rank Accuracy Median Rank

Xception 45.3 37.9
DenseNet 36.05 35

InceptionV3 29.3 35.5
EfficientNetB1 28.7 35.5

ResNet-18 22.3 21
MobileNetV2 21.35 18.1

Since the performance of the various models was so similar, it is instructive to deter-
mine if the models made different types of errors. Adjusted Rand Index (ARI) and Adjusted
Mutual Information (AMU) scores across the models were computed to determine how
closely their answers—and hence, errors—matched. The formulas for these metrics are
shown in Equations (1) and (2), respectively.

ARI =

Σij
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(1)

where:

nij is the value of an element in row i and column j in the contingency table;
ai is the sum of the elements in row i;
bj is the sum of the elements in column j;
n is the total count in the table.

AMU(U, V) =
MI(U, V)− E(MI(U, V))

avg(H(U), H(V))− E(MI(U, V))
(2)

where:

MI(U, V) is the mutual information between U and V;
E(MI(U, V)) is the expected mutual information between U and V;
H(U) is the entropy associated with U.

The resulting computed scores are shown in Tables 8 and 9. As the tables show, both
the ARI and AMU were high, indicating that there was a close correspondence among the
models. This means that the models generally made the same types of errors. As well, this
means that the models were qualitatively making the same type of inference based on the
data, and none of the models could be preferred based on the types of errors they made.
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Table 8. ARI Scores Comparing Various Models.

DenseNet-121 EfficientNet-B1 Inception-V3 MobileNet-V2 ResNet-18 Xception

DenseNet-121 1 0.9249 0.9057 0.915 0.9141 0.9262
EfficientNet-B1 0.9249 1 0.8997 0.9126 0.9003 0.9244
Inception-V3 0.9057 0.8997 1 0.8873 0.8849 0.9181

MobileNet-V2 0.915 0.9126 0.8873 1 0.9005 0.9104
ResNet-18 0.9141 0.9003 0.8849 0.9005 1 0.9058
Xception 0.9262 0.9244 0.9181 0.9104 0.9058 1

Table 9. AMU Scores Comparing Various Models.

DenseNet-121 EfficientNet-B1 Inception-V3 MobileNet-V2 ResNet-18 Xception

DenseNet-121 1 0.8692 0.8543 0.8542 0.8568 0.8772
EfficientNet-B1 0.8692 1 0.8466 0.8508 0.8376 0.8709
Inception-V3 0.8543 0.8466 1 0.8307 0.8231 0.8696

MobileNet-V2 0.8542 0.8508 0.8307 1 0.842 0.8517
ResNet-18 0.8568 0.8376 0.8231 0.842 1 0.8467
Xception 0.8772 0.8709 0.8696 0.8517 0.8467 1

5.2. Analysis of Best Classifier

Figure 7 shows the confusion matrix of the best classifier (Xception) when tested on the
20% unseen data set. The matrix shows that the primary source of errors was the Goat class
that got confused with Acomys Cahirinus (a type of Mouse) and Spilopelia Senegalensis
(a type of Pigeon). One reason for goats getting confused could be that, in many of the
images, the goats appeared as a herd rather than a single goat. It is also important to point
out that Goats was a majority class, so it is natural to expect this class to be confused with
many others.

In order to determine if the class imbalance could be addressed using data augmen-
tation or oversampling, the Xception model was retrained using data augmentation and
oversampling. As Table 10 shows, the random oversampling yielded the best results, while
the visual augmentation yielded the worst results. Oversampling increased the average
F1-score from 0.87 to 0.97, clearly indicating that class imbalance was the problem. The
Synthetic Minority Oversampling Technique (SMOTE) was also tried and performed worse
than random oversampling.

Table 10. Xception Ten-Fold Performance with Different Sampling Techniques.

Dataset Average Accuracy Average F1-Score

Regular 0.961 0.878
Oversampled 0.967 0.977
Augmented 0.947 0.829

5.3. Results of Deploying on the Edge Devices
5.3.1. Size

The best model, Xception, was converted to the quantized TensorFlow Lite and Ten-
sorRT formats. Table 11 shows the resulting sizes, showing that the original TensorFlow
model was reduced to 20 MB (87% reduction in size) and 82 MB (50% reduction in size)
when using TensorFlow Lite or TensorRT, respectively. This reduction in size allowed the
models to be deployed onto various edge devices in order to benchmark performance.
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Figure 7. Confusion Matrix of Xception Model.

Table 11. Xception Models Sizes by Optimization.

Model Size (MB)

TensorFlow (Original) 165
TensorFlow Lite 20

TensorRT 82

5.3.2. Model Performance

Evaluation was then conducted on the performance of each of the edge-optimized
models, as well as on the original unoptimized Xception model using the 20% unseen test
set. The F1-scores for the TensorFlow Lite and TensorRT models compared with those
of the original model are shown in Table 12. As the table shows, while there was no
overfitting, as evidenced by the learning curves shown in Figure 5, there was a significant
drop in performance for both TensorFlow Lite and TensorRT models, with the F1-score
dropping from 0.977 to 0.7. This performance drop is directly attributed to the optimization
performed on the original Xception model during the conversion to TensorFlow Lite and
TensorRT. While most classes dropped in performance, the most pronounced reduction
was seen for the minority classes. For example, Camel and Ammomanes deserti were the
smallest classes and had the worst performance. However, the classifier remained robust
in the cases of the majority classes such as Ghost, Donkey, Fox, and Goat.
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Table 12. Xception Model Performance on Reduced Models.

Class Original F1-Score TF Lite F1-Score Tensor RT F1-Score

Ghost 0.99 0.95 0.95
Fox 0.98 0.92 0.92

Goat 0.98 0.92 0.92
Donkey 0.99 0.91 0.92
Sheep 0.98 0.89 0.89

AC 0.91 0.87 0.86
ES 0.91 0.79 0.79
AH 0.94 0.72 0.74
Cat 0.90 0.71 0.73
Rat 0.89 0.68 0.65
Dog 0.97 0.64 0.63
SS 0.91 0.61 0.61

OA 0.89 0.45 0.43
AD 0.86 0.31 0.32

Camel 1.00 0.18 0.18

Accuracy 0.98 0.92 0.93
Macro F1-Score 0.94 0.7 0.7

Weighted Average 0.98 0.92 0.92

5.3.3. Resource Utilization

The edge-optimized models were deployed on each edge device and evaluated in
terms of current, CPU utilization, and inference time by performing a stress test of 1000
consecutive inferences. Table 13 shows the current consumed and the CPU utilization over
the 1000 inferences for each of the devices. As the table shows, Raspberry Pi consumed
the least current when running the TFLite model in addition to also consuming the least
amount of CPU resources, and thus leaving sufficient CPU resources for other tasks, like
networking and communications. Jetson Nano was the worst, consuming twice as much
current with a similar CPU utilization.

Table 13. Power Consumption and CPU Utilization by Edge Device (1000 inferences).

Device (Model) Average Current (mA) Max Current (mA) Average CPU Util. (%) Max CPU Util. (%)

Raspberry Pi (TFLite) 838.99 977 23.62 57.3
Google Coral (TFLite) 1074.88 1140 50.41 56.8
Jetson Nano (TFLite) 874.37 1057 34.85 60.6

Jetson Nano (TensorRT) 1665.21 2005 27.14 53.7

Table 14 shows the time taken for each of the stages outlined previously. As the table
shows, Jetson Nano was about 12 times faster than Raspberry Pi. One difference seems to
be due to the capture time, which took 0.518 s on the RPi camera as opposed to 0.001 s for
the Jetson Nano. As expected, Jetson Nano performed badly on the TFLite model because
it is optimized to run TensorRT models. However, surprisingly, Google Coral did not
perform that much better than a Raspberry Pi despite using the native TensorFlow Lite
model. Even if the capture time is ignored due to camera variability, it is clear that Jetson
Nano outperformed the other platforms by a wide margin. Jetson Nano was able to capture
and classify an animal image roughly once every 0.3 s.
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Table 14. Average Latency (Standard Deviation) per Image by Edge Device (1000 inferences).

Device (Model) Capture Time (s) Pre-Process. Time (s) Inference Time (s) Total Time (s)

RPI-TFLite 0.518 (0.014) 0.011 (0.002) 2.835 (0.036) 3.365 (0.039)
Coral-TFLite 0.013 (0.001) 0.014 (<0.000) 2.739 (0.002) 2.765 (0.002)
Nano-TFLite 0.001 (<0.000) 0.006 (<0.000) 4.316 (0.026) 4.324 (0.026)

Nano-TensorRT 0.002 (<0.000) 0.006 (<0.000) 0.276 (0.002) 0.283 (0.002)

Given the capture times recorded for the respective camera modules, the field effec-
tiveness of each edge device can be calculated by the types of animals it can capture in full
sprint. For example, is the camera able to capture a running cheetah from one meter away?
This calculation depends on the field of view of the camera at a particular distance. Field
of view indicates the geometric bounds of what a camera can record. Field of view for a
camera can be calculated using Equations (3) and (4).

Angleo fview
= 2 × tan−1

(
sensorwidth/(2× f ocallength)

)
× (180/π) (3)

Field_o f _view = 2 × tan(angle_o f _view/2)× distance_to_subject (4)

For example, the Camera Module V2 on a Raspberry Pi uses the Sony IMX219 sensor,
which has a sensor size of 3.68 × 2.76 mm (4.6 mm diagonal), and hence, a horizontal
angle of view of 62.2 degrees and a vertical angle of view of 48.8 degrees. A review of 55
current commercial camera trap models from various companies (e.g., Browning, Bushnell,
Covert, Moultrie, Spypoint, etc.) showed that the field of view of commercial cameras
ranged between 22 to 125.9 degrees and the mean angle of view of commercial cameras
was 42.15 degrees (s.d. = 13.14). Figure 8 shows the horizontal field of view for the Camera
Module V2 and for an average commercial camera trap at various distances from the
camera. For example, if the animal was 4 m away from the camera, the RPI camera can
horizontally record only 4.83 m, while an average commercial camera can record about
3 m width for the field of view. Figure 8 also shows that the RPI camera will outperform
an average commercial camera trap because it can cover a wider field of view at the same
distance, owing to its larger angle of view.

Figure 8. Field of view for the Raspberry Pi Camera Module V2 and an average camera trap.
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Table 15 shows the minimum distance required to capture an animal in full flight using
the RPI camera. For example, a mouse’s maximum speed is 13 km/h—or it takes 0.28 s to
cross a meter. From Table 15, it is evident that a Pi can only capture the image of the mouse
if the mouse is 10.07 m away from the camera. A Nano, on the other hand, can capture a
fleeing mouse at as close as 0.85 m from the camera. Table 15 clearly shows that Nano was
the only viable option because neither Coral nor Pi could guarantee that they could capture
a fleeing mouse at less than 8 m away. Realistically, a Nano could comfortably capture
animals as fast as a goat. Many other animals, like elk, ostriches, lions, and kangaroos, are
about the same or less in terms of their maximum speed. It should be indicated that, if
used with the currently available commercial camera traps like the Bushnell Trophy Trail
Camera, there is a trigger limit of 0.3 to 0.7 s, which means that the camera will take at
least 0.3 to 0.7 s to capture the image and, hence, even the performance of the Nano will be
downgraded to about 1 image per second. This limitation can easily be obviated by using
the native camera of Nano and adding a PIR motion detection sensor to it. PIR is the same
sensor used in many commercial camera traps. The PIR can detect movement of up to 30 m,
so the Nano will be able to detect movement from up to 30 m away.

Table 15. Minimum Distance Required to Capture a Fleeting Animal.

Animal
Maximum Speed Minimum Distance to Capture (meters)

km/h m/s s/m Coral Pi Nano

Cheetah 120.00 33.33 0.03 76.39 92.97 7.82
Goat 80.00 22.22 0.05 50.93 61.98 5.21

Wild Dog 72.50 20.14 0.05 46.15 56.17 4.72
Cat 48.00 13.33 0.08 30.56 37.19 3.13

Elephant 40.00 11.11 0.09 25.46 30.99 2.61
Brown Bear 35.00 9.72 0.10 22.28 27.12 2.28

Black Mamba 32.00 8.89 0.11 20.37 24.79 2.09
Squirrel 20.00 5.56 0.18 12.73 15.50 1.30
Mouse 13.00 3.61 0.28 8.28 10.07 0.85

5.4. Discussion of Results

A number of observations can be made. First, most neural network models performed
reasonably well, and the selection of a model will depend primarily on how mission
critical it is to not make errors. However, the practical difference between the smallest
(i.e., MobileNet) and the largest model (i.e., Xception) is only 3% in terms of the F1-score.
Secondly, at least in this instance, the different models made similar errors and, hence,
the types of errors are not a good criterion for selecting a model. In addition, the model
performance on the minority classes was significantly worse after optimizing the models for
edge devices. This was observed for both the TensorFlow Lite and TensorRT frameworks.
This means that there is a need to better handle the unbalanced data problem. Ghost
images are one source of this imbalance and perhaps object-detection approaches can be
explored to filter this data out in the first stage of a multi-stage approach, as is indicated by
Cunha et al. [28]. Semi-supervised learning techniques represent another venue to partially
mitigate the minority class issues faced in this research. Semi-supervised learning involves
leveraging a small set of labeled data with a much larger set of unlabeled data to train a
model [72]. Therefore, it is plausible that using semi-supervised learning with the small
data sets of minority classes could result in better performance. It was also observed that
when choosing an edge architecture (e.g., TensorFlow Lite versus TensorRT), a smaller
model size did not guarantee a faster response time, as the deploying hardware architecture
was a mediating variable. For example, both TensorFlow Lite and TensorRT resulted in
a similar performance reduction, and while the TensorFlow Lite model was one fourth
the size of the TensorRT model, the TensorRT outperformed the TensorFlow Lite model
with ten times less latency. Finally, the hardware of the edge device does make a difference
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because, in this instance, the only viable hardware option was the Jetson Nano due to its
GPU cores.

6. Conclusions

While this paper has proposed a general IoT-based architecture for camera traps for
the end-to-end monitoring of animal images, there are certain limitations to the results.
Firstly, only a single dataset was used for model training and evaluation. A more robust
solution for wildlife monitoring could evaluate performance across different camera trap
datasets, perhaps with different camera trap models and terrain locations. Secondly, a
rather significant drop in performance was seen in the minority classes when the models
were converted for edge deployment. This clearly pointed to there not being enough data
for the model to have fully learned the boundaries for these classes. Therefore, alternative
learning strategies borrowed from semi-supervised deep learning could be used. This is
especially appropriate for this situation since labelling images to produce further training
data was a very time-consuming process and therefore, using semi-supervised algorithms,
such as FixMatch [73], can allow the unlabeled images themselves to be leveraged alongside
the existing labelled dataset.

In summary, this paper showed that the proposed IoT camera trap system can support
ecologists as they monitor animals in the wild by providing them instant image classifica-
tion, and saving the time and effort required to manually collect camera trap images and
label them. Hence, using deep learning techniques on IoT edge devices can become a great
asset for wildlife monitoring. Six different CNN models were trained, following which
Xception was chosen as the network to be deployed having had an average accuracy of 0.98
and F1-score of 0.94. Using an oversampled dataset yielded the best results compared to
the regular and augmented datasets with an average accuracy of 0.967 and an F1-score of
0.977. After the deployment of the Xception network on three edge devices—Raspberry Pi,
Nvidia Jetson, and Google Coral Board—a trade-off between the performance and power
consumption was noticed. The Raspberry Pi edge device was the least power consuming
with a low CPU utilization, while the Nvidia Jetson used almost double the power but took
12 times less time to classify captured images. Despite utilizing the most power, Jetson
Nano was found to be the only viable edge device candidate in this situation.
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