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Abstract: With the increase in the complexity and informatization of power grids, new challenges,
such as access to a large number of distributed energy sources and cyber attacks on power grid control
systems, are brought to load-frequency control. As load-frequency control methods, both aggregated
distributed energy sources (ADES) and artificial intelligence techniques provide flexible solution
strategies to mitigate the frequency deviation of power grids. This paper proposes a load-frequency
control strategy of ADES-based reinforcement learning under the consideration of reducing the
impact of denial of service (DoS) attacks. Reinforcement learning is used to evaluate the pros and
cons of the proposed frequency control strategy. The entire evaluation process is realized by the
approximation of convex neural networks. Convex neural networks are used to convert the nonlinear
optimization problems of reinforcement learning for long-term performance into the corresponding
convex optimization problems. Thus, the local optimum is avoided, the optimization process of
the strategy utility function is accelerated, and the response ability of controllers is improved. The
stability of power grids and the convergence of convex neural networks under the proposed frequency
control strategy are studied by constructing Lyapunov functions to obtain the sufficient conditions for
the steady states of ADES and the weight convergence of actor–critic networks. The article uses the
IEEE14, IEEE57, and IEEE118 bus testing systems to verify the proposed strategy. Our experimental
results confirm that the proposed frequency control strategy can effectively reduce the frequency
deviation of power grids under DoS attacks.

Keywords: aggregate distributed energy sources; power grids; reinforcement learning; convex neural
networks; frequency control; stability analysis; DoS attacks

1. Introduction

With the rapid economic growth, the increase in electricity demand and the large-
scale access of distributed energy sources have made the scale of power grids increasingly
large and complex, thereby, introducing more power grid disturbance factors. Power grid
disturbances (such as load change disturbances, etc.) may degrade the power quality of the
frequency and threaten the security of power grids [1–3], and thus it is necessary to impose
load-frequency control on power grids to maintain the power frequency on a fixed value
(e.g., 50 and 60 Hz).

Load frequency control, as a means to maintain the balance of supply and demand,
is re-emphasized when a large number of distributed energy sources are connected. Ag-
gregated distributed energy sources (ADES) are connected to power grids based on fast-
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response power electronics and aggregated output techniques, which provides a new
flexible implementation method for load-frequency control [4,5].

ADES can quickly respond to the control instructions issued by digital computers [6,7],
eliminate frequency deviation, and stabilize the frequency in a relatively small range
in the presence of interference. ADES consists of multiple small energy storage systems.
Compared with a single energy storage system, ADES may have greater power and capacity
ratings, and it can be regarded as an entity of system operation.

In this process, the ADES controller typically distributes the sub-control tasks to a
single node. The ADES controller assigns the realization task of control output to each
distributed energy system for realization. However, in this paper, this research focuses on
the intelligent frequency modulation algorithm, and the dispatch method of the aggregator
has been investigated in many studies [8–11]. Therefore, this paper does not give a detailed
introduction to the dispatch algorithm.

At present, some methods have been proposed for the frequency control of power
systems [12–16]. As a high-dimensional nonlinear complex large-scale system, the control
strategy design of modern power grids (the control output of ADES controllers) involves
large-scale analytical modeling [17–19]. Data-driven methods are often used to solve the
analytical modeling issues [20,21].

Reinforcement-learning techniques as a type of data-driven method can effectively
solve the frequency control issues of complex power grids [21]. Reinforcement learning
aims to directly optimize the control strategy of power grids based on the measured
frequency data without analyzing the influence of the accurate analytical model of power
grids in the control process. With appropriate training and cost-return functions, data-
driven frequency control methods based on reinforcement learning can achieve good
control performance. Reinforcement learning can easily obtain a suitable power grid
frequency control strategy under nonlinear working conditions [22].

Ahamed et al. [23] proposed an adaptive nonlinear control technique that applied
reinforcement learning to the frequency control issues of single-region power grids. Z.
Yan et al. proposed a deep reinforcement-learning (DRL) model in continuous scope to
improve the load frequency performance of single-region power grids [22]. However,
the concurrent learning of multi-zone controllers causes the overall operating environment
to be no longer stable. Such learning algorithms lack consistent gradient signals in multi-
region power grids [24]; therefore, they cannot guarantee frequency control performance
in a cooperative manner.

A multi-agent reinforcement-learning (MARL)-based frequency control strategy was
proposed to solve the frequency control issues in multi-region power grids with a co-current
learning convergence guarantee [25,26]. This strategy divides each sub-region of multi-
region power grids into a single agent. Each agent coordinates to control the frequency of
multi-region power grids.

In addition to the challenges brought by the large-scale system modeling of power
grids, the destructive impacts caused by cyber attacks have brought new challenges to
the design of power grid control systems following the rapid advancement of power
grid digitization and informatization [15]. Denial of service (DoS) attacks are common
network attacks in information attacks. DoS attacks damage the integrity and timeliness of
communication data by blocking communication channels [27,28].

In addition, these attacks also reduce the performance of power grid control systems
and cause transient instability of power grid phase angles in severe cases or even system
collapse. Thus far, there have been many power failures caused by DoS attacks [29,30].

Therefore, it is significant to conduct related research regarding power grid frequency
control under DoS attacks. The existing research has proposed certain solutions for power system
frequency control under network attacks, including resilient model predictive control [12], event
triggering control [13], etc. The methods used to resist DoS attacks include data dimensionality
reduction [31], data filtering [32], and event-triggered control structure [33]. In particular, actor–
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critic structure algorithms in reinforcement learning [34–36] can be used to defend against
DoS attacks.

In actor–critic structure reinforcement-learning algorithms, the actor and critic play
different functions. The actor is used to output control strategies. The critic is used to
evaluate the rationality of the current control strategy formulated by the actor. Actor–critic
structure algorithms focus on obtaining parameter vectors or network weights that can
maximize the return by using the gradient descent update method.

Actor–critic structure algorithms can be implemented by neural networks, such as back-
propagation neural networks (BPNN) [37] and radial basis neural networks (RBFNN) [38].
BPNN was used to implement both actor and critic networks in the actor–critic structure
algorithms [34–36]. However, BPNN may cause the optimization process of reinforcement
learning to only reach the local optimum during the implementation of critic structure,
resulting in suboptimal control output [37,39].

The traditional model-based frequency control strategy cannot solve the problem of
large-scale analytical modeling of control strategy in modern power systems. Although
data-driven approaches (reinforcement learning etc.) have been proposed to solve this
problem, the rapid response of control strategy optimization in reinforcement learning has
not been well considered. There may be a local optimization problem of any control strategy.

Therefore, in order to improve the performance of load-frequency control under
DoS attacks, this paper introduces convex neural networks [40–43] to realize the actor–
critic structure. Convex neural networks are used to approximate the long-term goal of
reinforcement learning and the output of the controller.

The optimization process of reinforcement learning is transformed into a convex
optimization process. When partial weights of the convex neural networks meet certain
constraints, the output of the convex neural networks is a convex function of the input. This
ensures the existence of the global optimum and improves the efficiency of the optimization
process. This paper has two main contributions as follows.

• In this paper, we propose a load-frequency control strategy of convex neural network-
based reinforcement learning that can resist DoS attacks and analyze the sufficient
conditions for the stability of power grids as well as the convergence of convex neural
network parameters during online learning.

• A long-term utility model of load-frequency control based on convex neural network
approximation is proposed. Thus, the control output can be improved by the near
global optimum obtained from the convex approximation. Additionally, the optimiza-
tion speed is accelerated, and the efficiency of controllers is improved.

The remainder of this paper is organized as follows. Section 2 introduces power grid
models and DoS attack models. Section 3 describes the reinforcement-learning framework
based on convex neural networks and the design and online learning of frequency con-
trollers and derives sufficient conditions for the system stability and convergence of neural
network weights. Section 4 simulates the proposed algorithm in three IEEE bus testing
systems to verify the effectiveness and advancement of the proposed strategy. Section 5
concludes this paper.

2. Load Frequency Control and DoS Attack Models Based on ADES

The development and popularization of distributed energy sources and power elec-
tronics techniques provide more flexible and efficient implementation methods for power
grid frequency control [38]. The decentralized comprehensive energy utilization systems
established in various regions compose an ADES system by integrating the power resources
generated by different energy systems and transmitting them to large power grids [38].

As shown in Figure 1, if power grids are divided into multiple subsystems containing
ADES, each subsystem transmits power and exchanges data information through power
transmission lines and communication networks. Each subsystem includes phase measure-
ment units (PMUs), ADES, ADES controllers, synchronous generators, turbine governors,
tie-line controllers, power electronics interface, and the load. Renewable distributed energy



Algorithms 2022, 15, 34 4 of 32

sources, such as the electricity generated by wind and photovoltaics are smoothly output
and connected to power grids through energy storage systems.

Due to disturbances, such as load changes, the power grid frequency fluctuates; there-
fore, the active power of synchronous generator sets is adjusted to control the power grid
frequency based on the P-f droop control [44]. When the frequency deviation exceeds the set
threshold range for the first time [45], ADES controllers are activated, and the battery energy
storage system (BESS) is introduced to participate in the frequency adjustment process.

From now on, BESS continues to run. BESS has the ability of fast power response
and four-quadrant operation, which can inject enough active power for the fast frequency
adjustment of power grids under the disturbances of load changes. Renewable distributed
energy sources have three main characteristics, randomness, intermittency, and volatility.
If large-scale and high proportions of renewable distributed energy sources are connected
to power grids, huge peaks and frequency regulation pressured occur, which weakens
the system moment of inertia and brings new challenges to power grids, such as balance
adjustment and safe and stable operations [46].

The proposed ADES-based strategy with BESS can realize the regional multi-energy
aggregation mode in which the large-scale distributed energy resources are connected
to power grids. There are two advantages to the ADES with BESS. First, the proposed
strategy realizes the flexible control of large-scale distributed energy sources, and thus the
scheduling of distributed energy sources can be processed as a whole.

Second, the proposed strategy is conducive to the rational and optimal allocation
and utilization of energy resources [47]. This paper adopts controllable inverters as the
interface and aggregation techniques, which have fast response speed, can effectively
suppress frequency deviation in a short time and provide sufficient control capacity under
aggregation and BESS to prevent the instability of power grids.

Figure 1. Subsystem structure diagram.

Each subsystem contains a local distributed ADES controller. When the subsystem
ADES controller exerts a control function, the ADES controller first receives the PMU
measurement data (the frequency and power deviation corresponding to the subsystem)
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from both local and other remote subsystems at each discrete sampling moment and then
uses them to calculate the control output. The ADES controller also sends the corresponding
control command signals to local distributed energy sources and adjusts the output power
of each distributed energy system in real time to resist both frequency deviations and power
grid oscillations.

DoS attacks occur in the information transmission process between subsystem i and
subsystem j as shown in Figure 1. When DoS attacks occur, the information interaction
between the two subsystems is cut off.

2.1. Load Frequency Control Model of Multi-Machine Power Grids

Suppose power grids are divided into sub-systems. In order to simplify both the
system analysis and related applications, a linear dynamic model [48] is used to approxi-
mate the physical reference model of subsystems. The dynamic frequency control model
of the subsystem i(i = 1, . . . , N) can be expressed by the following discrete difference
equations [49].

xxxi(k + 1) = Aixi(k) + Biui(k) + Eivi(k) + ∑
j∈N (i)

Bjixxxj(k) (1)

Bi =
(

0 ∆t/Mi 0 0 0 1− ∆t/TBi
)T, Ei =

(
−∆t/Mi 0 0 0 0 0

)T (2)

Bji =



0 0 0 0 0 0
∆tTij

Mi ∑
h∈D(i)

Tih
0 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, xxxi =

(
∆ fi ∆Pmi ∆Pvi ∆Pji

∫
ACEi ∆PBi

)T
(3)

Ai =



0 1− ∆t ∑j∈D(i) Tji 0 0 0 0
1 + ∆t

Mi
1− Di∆t

Mi
1 + ∆t

Mi
0 0 0

0 0 1− ∆t
Tdi

∆t
Tdi

0 0

0 1− ∆t
Tgi Rgi

0 1− ∆t
Tgi

1− ∆tKi
Tgi

0

1 1− ∆tbi 0 0 0 0
0 0 0 0 0 1− ∆t

TBi


(4)

where i = 1, . . . , N is the subsystem number; N (i) is the collection of physically connected
subsystems (power transmission line connection); ∆ fi is the frequency deviation of the
subsystem i; ∆Pmi is the mechanical power deviation of the generator; ∆Pvi is the power
deviation of the steam turbine; ∆Pji is the power deviation of the tie line; ACEi is the
area control error signal of system i; ACEi = αi∆ fi + ∆Pji, Ai, Bi are the state matrix of
subsystem i and gain of the control input, respectively; k is the discrete sampling time;
Bji is the gain matrix of the state information of the subsystem j; vi(k) is the load change
disturbances of the subsystem i; Ei is the disturbance gain; Tgi is the inertia time constant
of the turbine governor; Di is the damping coefficient; Tdi is the governor constant; Mi is
the constant of inertia; Rgi is the inertia time coefficient of turbine adjustment; Tji is the
synchronous inertia time constant between area connections; bi is the frequency deviation
gain; Ki is the deviation control gain of the tie line; and ∆t is the discrete sampling period.

Considering the BESS in the P-Q working mode, it assumes the dynamic model of the
battery energy storage system as a first-order inertia link. TBi in model (1) is the inertia
time constant of the battery energy storage system. According to the P-Q droop control
method, when the power grid load changes rapidly, active power needs to be injected to
maintain the power balance of power grids.

The power injection of the BESS also changes all the time. Therefore, the active power
deviation of the BESS also needs to be considered as the state information. ∆PBi is the active
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power deviation of the BESS. ui is the injected controllable active power provided by the
BESS of the subsystem i as follows.

ui(k) = ϕ(xxxi, xxxN ′(i)) (5)

where ϕ(.) is the control strategy, xxxi, xxxN ′(i) are the state information of the subsystem i
and the remote network connection subsystem set N ′(i), respectively. The electric energy
generated by both wind power and photovoltaic power is stored in the battery energy
storage system through the power electronic interface, which is used to adjust the power
balance of power grids.

However, due to the dynamic characteristics of the battery energy storage system,
the output of the battery energy storage system is limited, and its response speed is also
limited. In model (1), the active power deviation PBi of the battery energy storage system
must meet the following constraint. ∣∣∆PBi

∣∣ ≤ ∆PBi ,lim (6)

where ∆PBi ,lim is the maximum active power deviation to limit the injection.

2.2. Dynamic Model of Load Frequency Control Considering DoS Attacks

When power grids need ADES to provide frequency control service, hackers may
launch DoS attacks against the communication network. DoS attacks take up a large
amount of malicious communication network resources and block the transmission of
remote state information between subsystems [50].

We assume that δji ∈ {0, 1} is the indicator variable of the state data packet loss caused
by DoS attacks. At this time, the input of the ADES controller is ui(k) = ϕ(xxxi, δjixxxN ′(i)). δji
at each sampling moment satisfies the Bernoulli probability distribution as follows.

δji =

{
1, P{δji = 1} = 1− ηji
0, P{δji = 0} = ηji

(7)

where the probability ηji of packet loss satisfies the following constraint.

N

∑
i=1

∑
j∈N (i)∩N ′(i)

ηji ≤ ξ (8)

The packet loss probability ηji is proportional to the intensity of DoS attacks [51]. ξ as a
fixed constant is the sum of packet loss probabilities between all communication connections.

Note. The above assumptions are reasonable. The communication network resources
that attackers can use are limited. Communication network resources limit the attack
intensity of DoS attacks. Therefore, the sum of the attack intensity of DoS attacks is
considered to have a fixed upper bound, which means the sum of ηji is also considered to
have a fixed upper bound.

They cause the ADES controller to lose some remote information xxxj(k) within a certain
time period. The loss of remote information xxxj(k) may increase the control error, reduce
the frequency error elimination speed, and even cause the frequency deviation of power
grids to diverge, thereby, making the control strategy completely invalid.

Thus, in order to study the power grid frequency control strategy under DoS at-
tacks, the following discrete dynamic model is established for multi-machine power grid
frequency involving DoS attacks.

xxxi(k + 1) = Aixi(k) + Biui(k) + Eivi(k) + ∑
j∈N (i)∩N ′(i)

δjiBjixxxj(k) (9)
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3. Optimized Load Frequency Control with Convex Neural Network-Based
Reinforcement Learning

This paper proposes a power grid frequency control strategy of convex neural network-
based reinforcement learning to solve the following three issues. (1) Communication net-
works of ADES controller among subareas suffer from DoS attacks. (2) Analytical modeling
issues occur in the frequency control system design of large-scale and complex power grids.
(3) The issues involve the fast optimization of a power grid frequency control strategy.

The actor–critic online reinforcement-learning structure is used to achieve both ADES-
based power grid frequency control and disturbance suppression of DoS attacks. Convex
neural networks are used to construct both actor and critic networks in the actor–critic
structure algorithm. Convex neural networks can convert the nonlinear optimization
problems in the critic networks into approximated convex relaxed optimization problems
to avoid local optimization in the optimization process, and ensure that the actor networks
can output suboptimal control output.

In addition, the convexity of the convex neural networks enables the training process
of the actor networks to reach the convex point quickly as the gradient drops. In this
case, the convergence speed of network weights is higher than that of general neural
networks. The overall workflow of the power grid frequency control strategy of convex
neural network-based reinforcement learning is shown in Figure 2.

Figure 2. The overall work-flow of the power grid control strategy.

In Figure 2, the frequency controller of each subsystem consists of both actor networks
and evaluation networks. The critic networks are used to approximate the reinforced signal
Qi(k), and the actor networks are used to approximate the optimal control strategy. The
reinforced signal Q̂i(k) is used to optimize the actor networks, thereby, improving the
control output ui(k).

Considering the impact of DoS attacks on communications, the proposed control
strategy focuses on achieving the following two goals. (1) This control strategy can quickly
dampen frequency fluctuations caused by sudden disturbances so that the power grid
frequency deviation can be eliminated in a short time and so that the stability of power grids
can be maintained. (2) This frequency control strategy can effectively resist the interference
caused by DoS attacks.

Therefore, this paper adopts a load-frequency control strategy of convex neural
network-based online reinforcement learning and uses BESS to eliminate the frequency
deviation of power grids under DoS attacks. Additionally, online reinforcement learning
can monitor the changes in the state of distributed power grid in real time, eliminate useless
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data blocked by DoS attacks, adjust the control output in real time, and provide the optimal
control output for the state control of distributed energy grids, thereby, realizing real-time
defense against DoS attacks.

The actor–critic structure is applied to the implementation of reinforcement learning.
This paper introduces a convex neural network to approximate actor networks and critic
networks. The introduction of convex neural network is shown below.

3.1. Convex Neural Network Structure Design

Finding the optimal control problem is converted to getting the control output or
strategy that minimizes the long-term future cost Qi(k). However, the general direct search
process for the long-term future cost Qi(k) is a non-convex problem. The existence of
multiple local sub-optimal control strategies may not only lead to the inability to find the
global optimal control strategy but also reduce the speed of optimization and convergence.

Therefore, this paper uses convex neural networks to build an approximated model of
Qi(k). The optimization of reinforcement learning is carried out in the approximated model
established by convex neural networks so that the optimization process of reinforcement
learning is approximated as the convex optimization process.

In ordinary machine learning, convex generally means that the parameters are convex,
and thus the weights are convex [40,52]. The convexity of convex neural networks means
that the output is convex with respect to the input, while the network parameters are not
fully convex. To make the output of convex neural networks be a convex function about
the input, the convex neural networks need to meet the following constraints. (1) The
weight matrix W(z)

1:N−1 of the middle layer of convex neural networks must be positive
semi-definite. (2) All activation functions φm−1(.) of convex neural networks are convex
non-decreasing functions.

This paper defines a QN-layer neural network structure based on multiple in-
puts/outputs through recursive methods. The neural networks are called convex
neural networks. The structure of the convex neural networks is shown in Figure 3.
The convex neural networks consist of one input layer, N intermediate layers, and one
output layer. The input layer is the state vector of each subsystem, which is denoted as
x′i = [x1, x2, . . . , xN ]

T.

Suppose the dimension of xi(k) is l = 6. Ŵ(z)
m−1 ∈ RNl×Nl and Ŵ(y)

m−1 ∈ RNl×Nl are
the weights of the middle layer, bm−1 ∈ RNl×1 is the bias of the middle layer, ĥm ∈ RNl×1

is the output vector of the m-th middle layer, ô is the output of the output layer, and
wi ∈ R1×Nl is the connection weight between the output layer and the last middle layer,
m = 1, 2 . . . N.

Figure 3. The structure of the convex neural networks.
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The output hhhm ∈ RNl×1 of the m-th middle layer can be expressed as follows.

hm = φm−1(W
(z)
m−1hm−1 + W(y)

m−1x′i + bm−1)

s.t.W(z)
1:N−1 ≥ 0, W(z)

0 ≡ 0, h0 ≡ 0 (10)

where φm−1(.) is the activation function tanh x and Ŵ(z)
1:N−1 ≥ 0, W(z)

0 ≡ 0 and h0 ≡ 0
are the constraints. If and only if convex neural networks satisfy the above constraints,
the output is the convex function of the input.

Suppose there is a set of weights Wi =
{

W(z)
0:N−1, W(y)

0:N−1, wi, b0:N−1

}
. Then, the

output layer of convex neural networks with respect to the output of middle layers can be
expressed as follows.

o = wihN = Con(Wi, x′i) (11)

where Con(.) represents the mapping function between input and output.

3.2. Critic Networks for Long Term Future Cost Approximation under DoS Attacks

Critic networks approximate the long-term future cost Qi(k) of the state trajectory
under the current control strategy through the state information of power grids. The long-
term future cost Qi(k) is the weighted sum of the instantaneous cost at each future moment.
The instantaneous cost is a function of the current system state and control output.

This function not only considers the excessive frequency deviation but also measures
the control cost. The long-term future cost output Q̂i(k) that evaluates the network approx-
imation is the enhanced signal of reinforcement learning. Actor networks learn network
parameters through the enhanced signal to reduce the control cost as much as possible and
optimize the frequency control strategy by minimizing Q̂i. The long-term future cost Qi(k)
of the state trajectory can be defined as follows.

Qi(k) = αS pi(k + 1) + αS−1 pi(k + 2) + . . . αk+1 pi(S) + . . . (12)

where α ∈ (0, 1) is the decay rate, and S ∈ Z+ is a given positive integer for the long-term
evaluation time window. pi(k) is the instantaneous cost function, and its value is related
to the number of violations of the given frequency deviation threshold and the size of the
optimal control output [38], which is defined as follows.

pi(k) =
{

0, a1‖xi(k)‖+ a2‖ui(k)‖ ≤ c
1, otherwise

(13)

where ‖•‖ represents the 2-norm, a1 and a2 are the weights of the state and strategy
utility functions, respectively, a1 + a2=1, and c is the given cost threshold. When pi = 0,
the power grids is in a good performance state at the k-th moment; when pi = 1, the power
grids are in a bad performance state. Therefore, the control objective can be converted to
the minimization of the long-term future cost Qi(k). Under the optimal state trajectory,
an iterative formula for Qi [38] is shown as follows.

Qi(k) = αQi(k− 1)− αS+1 pi(k) (14)

In the control process, Qi(k) can be used as an enhanced signal to optimize the
control output of the ADES controller of the i-th subsystem. However, Qi(k) cannot be
directly analyzed and calculated without an analytical model. Therefore, this paper adopts
approximation-learning based on convex neural networks. In order to improve the optimal
search speed and efficiency of the learning algorithm, critic networks are constructed to
approximate Qi(k). The critic networks can be expressed as follows.

Q̂i(k) = gi(xxxi(k), ui(k)) (15)
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where Q̂i(k) is the approximate value of Qi(k) and gi(.) is the convex neural net-
work function.

However, xxxi may be disturbed by DoS attacks, which may not be normal state infor-
mation. In order to solve this problem, this paper adopts an approximate approach [53] to
solve the impact of DoS attacks on the system state. The critic network will use the non-
attacked state information at the previous moment to replace the attacked state information
at the current moment.This approach can reasonably eliminate the impact of DoS attacks.

Suppose there is a set of weights Wc,i, gi(.) that can be expressed as follows.

gi(.) = wc,ihc,N = Con(Wc,ix′ i) (16)

where Wc,i =
{

W(z)
c,0:N−1, W(y)

c,0:N−1, wc,i, bc,0:N−1

}
.

The objective function of training gi can be constructed based on the TD-error of Q̂i(k)
derived from Equation (15) under the optimal trajectory. The TD-error can be expressed
as follows.

ec,i(k) = Q̂i(k)− α(Q̂i(k− 1)− αS pi(k)) (17)

Therefore, according to the TD-error ec,i(k), the objective function used to evaluate network
learning can be defined as follows.

Ec,i(k) =
1
2

ec,i
T(k)ec,i(k) (18)

3.3. Actor Networks for Control Strategy under DoS Attacks

Actor networks are used to calculate the control output ui(k) of the ADES controller.
The input of the actor networks includes the state information of the local subsystem i
and the remote network connection subsystem j(j ∈ N ′(i)). This information is used for
the learning of the actor networks and the calculation of the control output. The control
output acts on the power electronics interface of power grids to eliminate sudden frequency
fluctuations in power grids.

The evaluation signal output by the critic networks (also called the reinforced signal
of reinforcement learning) can be used to select the optimal control output, but it may be
difficult to stabilize the dynamic online learning process of power grids when the selection
of the optimal control output only relies on the reinforced signal. Therefore, an expected
control output is needed to measure the closeness between the output of the actor networks
and the optimal control strategy of power grids.

According to the dynamic characteristics of power grids, the expected control output
ud,i(k) is assumed to be used to improve the exponential stability and short-term perfor-
mance of the system. The expected control output makes the power grids present certain
stable dynamic characteristics and ensures that the state xi(k) of power grids approaches 0,
and thus the dynamic characteristics of the power grids have the following form.

xxxi(k + 1) = Lixxxi(k) + Bi[ui(k)− ud,i(k)] + χi (19)

The expected control output ud,i(k) is the optimal controllable active power injected
by the subsystem i. The frequency stability of the power grids is maintained through the
balance of active power and reactive power. ud,i is expressed as follows.

ud,i(k) = −d fi
∆ fi

[
1 + Mi ∑j∈Di

Tji

]
− ((Mi − Di∆t)/∆t)∆Pmi

− ((Mi + ∆t)/∆t)Pvi −∑j∈N (i)∩N ′(i) ∆Pji (20)

where d fi
is a hypothetical positive real number. ud,i can satisfy the eigenvalue of Li existing

in the unit circle so that the state equation of the system is changed to Equation (1).
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If the error between ui and ud,i is bounded, and the error χi is bounded, the power
grids are bounded and stable.

χi = ∑j∈N (i)\N ′(i) δjiBjixj(k) + Eivi(k) (21)

According to the parameter d fi
, the specific form of Li can be expressed as Equation (22).

Li =



0 1− ∆t ∑j∈Di
Tji 0 0 0 0

1 + ∆t
Mi
− d fi

∆t
Mi

−d fi ∑j∈Di
Tji∆t

1 0 0 0 0

0 0 1− ∆t
Tdi

∆t
Tdi

0 0

0 1− ∆t
Tgi Rgi

0 1− ∆t
Tgi

1− Ki∆t
Tgi

0

1 1− bi∆t 0 0 0 0
0 0 0 0 0 1− ∆t

TBi


(22)

The control system focuses on reducing the frequency deviation ∆ fi to zero or con-
strains the change of ∆ fi to a fixed small interval as much as possible. However, due to
the difficulty of analyzing and modeling a large system, such as power grids, traditional
methods cannot directly calculate the expected control output ud,i(k). The approximation
of the approximated ud,i(k) is denoted as ui(k).

In order to further optimize the long-term performance of the control strategy, this
paper adds a reinforced signal Q̂d,i(k) as one of the evaluation signals to measure the
control strategy. An additional evaluation error signal Q̂i(k)− Q̂d,i(k) of the strategy utility
function can be regarded as the reinforced signal of the critic networks to the actor networks.

When the approximated control output approximates the expected control output,
the reinforced signal gradually approaches zero, and thus Q̂d,i is set to 0. Therefore,
the objective function of training ϕ(.) can be represented by the error composed of the
control error ∆ui(k) and the reinforced signal Qi(k). Suppose there is a set of weights Wa,i,
ϕi(.) that can be expressed as follows.

ϕi(.) = ulim tanh(wa,iha,N) = ulim tanh
(
Con(Wa,i, x′ i)

)
(23)

where Wa,i =
{

W(z)
a,0:N−1, W(y)

a,0:N−1, wa,i, ba,0:N−1

}
, and ulim is the maximum output con-

straint of ui.
According to Equation (23), ϕi(.) is calculated by ulim tanh(.), and thus ui is con-

strained to [−ulim, ulim]. Therefore, after passing through the inertia link of the battery
energy storage system, ∆PBi ,lim can also satisfy the Equation (6). The following two sub-
sections introduce the basic structure and implementation of both critic networks and
actor networks.

The error composed of the control error ∆ui(k) and the reinforced signal Q̂i(k− 1)
output by the critic networks is expressed as follows.

eeea,i(k) =
[√

Bi∆ui(k), Q̂i(k− 1)
]T

(24)

where ∆ui(k) = ui(k)− ud,i(k) is the error value between the approximated control output
and the expected control output. Therefore, according to the error eeea,i(k), the objective
function for policy network learning can be defined as follows.

Ea,i(k) =
1
2

eeea,i
T(k)eeea,i(k) (25)

The constant convexity of convex neural networks can ensure the existence of the global
optimal solution in the reinforcement-learning optimization process [40], and prevent the
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optimization process from falling into the local optimum. Additionally, the robustness of
convex neural networks is good when they are applied to solve optimization problems [41].

When power grids suffers from DoS attacks, the transmission of the state information
xxxj of some remotely connected subsystems may be blocked. In the control process, both
actor networks and critic networks deal with the blocked state information. The blocked
state information is replaced by the state information of the previous moment rather than 0.
Therefore, the estimation of the state information xxxj can be expressed as follows.

x̂̂x̂xj(k) =
{

xxxj(k− 1), δji = 0, k > 1
xxxj(k), δji = 1

(26)

As a main reason, the state information of each subsystem cannot quickly become 0
during normal operations. When the state information of a subsystem changes too much
which induced noneligible estimation errors, the actor–critic networks can predict the
reinforced signal and control output with the estimation errors since the robustness of the
neural networks [53].

The optimization of state information is completely completed by the actor–critic
networks. The impact of DoS attacks on state information is eliminated by the actor–critic
networks. The actor network predicts the current state quantity based on the past state
value. The predicted value is corrected by actor network parameters and system measure-
ment values. Therefore, the issues of DoS attacks can be solved by reinforcement learning.

3.4. Critic-Actor Network Weight Learning

In order to make convex neural networks be able to approximate ud,i(k) and Qi(k) to
the greatest extent (minimize the objective functions Ea,i and Ec,i), the weight sets of both
actor networks and critic networks need to be trained. Wc,i and Wa,i need to be updated
to the optimal weight sets W∗c,i and W∗a,i. According to ui(k) , Q̂i(k) and the objective
functions (18) and (25), the online learning algorithm of the weight set of convex neural
networks can be obtained.√

BBBi
T√BBBi = 1TBBBi is defined, where 1 = [1, 1, 1, 1, 1, 1]T. Thus, Equation (25) can be

expanded as follows.

Ea,i(k) =
1
2

eeea,i(k)Teeea,i(k) =
1
2

1TBBBi∆u2
i (k) +

1
2

Q̂2(k− 1) (27)

where ∆ui(k) = ui(k)− ud,i(k). However, some parameters in the expected control output
ud,i(k) are unknown; therefore, ∆ui(k) cannot be directly expressed by this formula. Thus,
BBBi∆ui(k) is indirectly expressed by Equation (1). BBBi∆ui(k) = xxxi(k + 1)− Lixxxi(k)− χi.

For the objective function of critic network (18), it is expanded as follows.

Ec,i(k) =
1
2

ec,i(k)Tec,i(k) =
1
2

[
Q̂i(k)− α(Q̂i(k− 1)− αS pi(k))

]2
=

1
2

Q̂2
i (k) +

1
2

α2Q̂2
i (k− 1)

+
1
2

α2(S+1)p2
i (k)− αQ̂i(k)Q̂i(k− 1)− αS pi(k)Q̂i(k) + αS+1 pi(k)Q̂i(k− 1) (28)

The update process of the weight sets Wa,i(k) and Wc,i(k) depends on the gradient
descent algorithm. However, only using the gradient descent method to update the weights
of actor–critic networks cause some problems. Since Wi(k) needs to meet certain constraints,
if only the gradient descent method is used in the learning process to update the weights of
actor–critic networks, the updated network weights may not be able to maintain within the
constraint set.

Therefore, it is necessary to ensure that the weight set after the gradient descent update
always falls in the feasible region (non-negative weight). The projected gradient algorithm
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is used to ensure that the weight constraints are maintained. The projection of matrix W′

on the constraint set Ω is defined as follows.

ΠΩ(W′) = arg min
W∈Ω

1
2

∥∥W−W′
∥∥2

F (29)

where Ω is the constraint set of the weights of convex neural networks,
Ω =

{
Wi|W

(z)
1:N−1 ≥ 0

}
.

Given the initial weight state W(z)
1:N−1(0) ∈ Ω, the learning rates 0 < β < 1 and

0 < γ < 1 of actor–critic network weights, the projected gradient descent method extends
the standard gradient descent to a feasible set Ω. Therefore, based on the projected gra-
dient descent method, the update rules of Wa,i(k) and Wc,i(k) at time k can be expressed
as follows.

Wa,i(k + 1) = Wa,i(k)− βΠΩ

(
∂Ea,i(k)
∂Wa,i(k)

)
, Wc,i(k + 1) = Wc,i(k)− γΠΩ

(
∂Ec,i(k)
∂Wc,i(k)

)
(30)

According to Equations (27) and (28), ∂Ea,i(k)/∂Wa,i(k) and ∂Ec,i(k)/∂Wc,i(k) can
be calculated. Therefore, the update rules of the actor–critic network weight set can be
re-expressed as follows.

Wa,i(k + 1) = Wa,i(k)− βulim ×ΠΩ

(
1T[xi(k + 1)− Lixi(k)]

[
1− tanh2(Wa,i(k))

]
wT

a,i

)
Wc,i(k + 1) = Wc,i(k)− γ×ΠΩ

([
Q̂i(k)− αQ̂i(k− 1)− αS pi(k)

] [
1− tanh2(Wc,i(k))

]
wT

c,i

)
(31)

This projected gradient descent method can make the convex neural network weights
always meet the constraint conditions and avoid the divergence of the actor–critic networks
caused by the weights crossing the feasible set Ω.

3.5. Analysis of Power Grid Stability and Convergence of Convex Neural Network Weights

Equation (31) is used to learn the parameters of both actor networks and critic networks.
Equation (22) satisfies the stability requirements of the aggregated distributed energy grids.
When the parameters β and γ and the maximum absolute value of the eigenvalue λmax(Li)|
of the matrix Li are selected appropriately, the proposed control strategy can achieve good
control performance.

In the following stability analysis, the overall system stability is indirectly proved by
analyzing the subsystem stability. In the analysis of subsystem stability, the interconnection
influence between subsystems is considered. If all the subsystems are stable, the overall
system is stable. Thus, the stability of the subsystems is consistent with the stability of
the overall system. The consideration of interconnection influence in the discussion of
subsystem stability is reflected in the following four aspects.

• The expected control output ud,i designed in this paper and the gain term Mi ∑j∈Di
Tji

of the physical interconnection disturbances included in the subsystem model (1)
are involved.

• The expected output of subsystem control ud,i and the calculation of actual control out-
put including the variable set xN ′(i) of information adjacent subsystems are involved.

• The modeling and estimation error term χi in model (9) include the estimation er-
ror relationships of physical and information interconnection disturbances between
subsystems.

• When convex neural networks are used to approximate the critic networks and actor
networks of reinforcement learning, the approximation errors εa,i and εc,i of convex
neural networks are also considered. These two errors also include the estimation
error relationships of physical and information interconnection disturbances between
subsystems.
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In order to theoretically analyze the stability of the aggregated distributed energy
grids and the convergence of the actor–critic network weights, the following assumptions
are made.

Assumption 1. The activation function φi(.) is a non-decreasing and non-constant function that
satisfies the global Lipschitz condition, and there is a positive number that satisfies the following
inequality.

0 ≤ ‖φi(Wi, xxxi)− φi(W∗i , xxxi)‖ ≤ L′i‖Wi −W∗i ‖

where Wi = Wa,i, W∗i = W∗a,i, or Wi = Wc,i, W∗i = W∗c,i. The smallest possible L′i that satisfies
the above inequality is called the Lipschitz constant of the function φi(.).

Note. For a non-decreasing and non-constant function, if there is a continuous deriva-
tive at any point in a fixed domain, the function must satisfy the Lipschitz condition in the
domain. The activation function φi(.) = tanh x is a monotonically increasing function in a
fixed continuous domain, and there is a continuous derivative at any point in the domain.
Therefore, the activation function φi(.) satisfies the Lipschitz condition.

Assumption 2. Assume that the vectors wa,i and wc,i in the weight sets Wa,i and Wc,i, and the
control gain Bi in the system model of aggregated distributed energy grids satisfy the following
equation and inequality.∥∥∥wa,i

Twa,i

∥∥∥ =
∥∥∥wc,i

Twc,i

∥∥∥ = 1, 0 ≤ ‖Bi,min‖ ≤ ‖Bi‖ ≤ ‖Bi,max‖

Note. This assumption is reasonable. On the one hand, the vectors wa,i and wc,i are
given constant vectors, and they are set as the vectors that satisfy Assumption 2 during
the parameter initialization. On the other hand, Bi is the power input gain of distributed
energy sources that affects future frequency deviation changes, and the gain is limited.

Assumption 3. There is a matrix Pi that makes the projection of matrix W′ on the constraint set
Ω be expressed as ΠΩ(W′) = PiW′ = W, and Pi satisfies ‖Pi,min‖ ≤ ‖Pi‖ ≤ ‖Pi,max‖.

Note. The above assumption is feasible. Matrix projection can be expressed as pro-
jecting the matrix column space composed of matrix column vectors into another matrix
column space. Projection from a certain matrix column space to another matrix column
space can be completed by linear transformation. Thus, there is a certain matrix that makes
the matrix column space project to another matrix column space after linear transformation.
Moreover, the dimension of the projection matrix is related to the size of the matrix column
space. When the dimension of the projection matrix is limited, the norm of the projection
matrix must have an upper bound and a lower bound [54].

Based on the above assumptions, this section presents the sufficient conditions for the
stability of the aggregated distributed energy grids and the actor–critic network weight
convergence to meet the ultimate uniformly bounded (UUB) stability. This sufficient
condition strictly gives the controller parameters and adaptive gain range. Within this
range, power grids belong to UUB under the disturbances of DoS attacks and load changes,
and the weights of convex neural networks can also converge as shown in Theorem 1.
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Theorem 1. If the parameters of aggregated distributed energy grids, actor networks and critic
networks satisfy the inequality group (32), then the set of weights W̃a,i, W̃c,i and the system state
xi(k) are UUB and stable.

2
[
‖Pa,i,max‖2

F
(

β2 − β
)
u2

lim + 2
]
× L′i

2‖Bi,max‖2u2
lim < β,

4‖Pc,i,max‖2
FL′i

2(
γ2 − γ

)
− γ < 0,

2‖Li‖2 − 1 < 0, 0 ≤ |λi(Li)| ≤ 1,

β > 0, γ > 0

(32)

where ‖Pc,i,max‖2
F and ‖Pc,i,max‖2

F are the squares of the maximum F norm of matrix Pa,i and matrix
Pc,i, respectively, and |λi(Li)| is the absolute value of the eigenvalue of matrix.

The proof of Theorem 1 is given in the Appendix A.
There is still a certain error in using convex neural networks to approximate actor–

critic networks. The reason is that a certain error range exists in the training process of
convex neural network weights. When the target learning functions Ea,i(k) and Ec,i(k) are
within the error range, the network weights are no longer updated. This error does not
affect the global stability of aggregated distributed energy grids and the convergence of the
weights of actor–critic networks.

4. Experiment Environment

This paper uses IEEE14, IEEE57 and IEEE118 bus testing systems [54] to verify the
effectiveness of the proposed control strategy. The adaptability of the proposed frequency
control strategy is explored under different DoS attack intensities. The convergence of
the proposed strategy is compared with the convergence of other actor–critic networks.
The effectiveness and superiority of the proposed frequency control strategy is discussed.
The IEEE118 bus testing system is used to analyze the generalization ability of the proposed
frequency control strategy.

All experiments were simulated using Matlab2016A on a desktop with Intel i7-6700k
CPU@3.4 GHz and 48 GB memory.

4.1. Configuration of System Model and Learning Parameters

According to the power grid toolbox MATPOWER [54] installed on MATLAB, the rel-
evant data about the IEEE14, IEEE57, and IEEE118 bus testing systems were obtained.
The related data include the physical topology of node networks, admittance and power
information. The IEEE14 bus testing system consists of five generator buses and nine
load buses, in which bus 1 is a balanced bus. IEEE57 bus testing system consists of seven
generator buses and 50 load buses, in which bus 1 is a balanced bus.

IEEE118 bus testing system consists of 54 generator buses and 64 load buses, in which
bus 69 is a balanced bus. The IEEE14, IEEE57, and IEEE118 bus test systems are divided
into two, three, and five areas, respectively. Each area is equipped with an independent
controller. The controller of each area controls the buses of this area, respectively. As shown
in Table 1, the relevant parameter values of the kinetic model (1) of each bus are initialized.
The sampling time ∆t is set to 10 ms.

The vector vji ∈ RN×1 is used to approximate the indicator variable δji of DoS attacks,
and its value is 0 or 1. In this vector, the number of 0 and 1 is related to the probability of
data packet loss ηji. DoS attacks satisfy Equation (8).

For the three bus testing systems, their performance is evaluated under load change
disturbances. Assuming that the load change disturbances vi(k) of each bus satisfies
‖vi(k)‖ ≤ 0.2 pu [55], it changes once every 0.5 s. Figure 4 shows the multi-step load
change disturbances curves on buses 1, 5, 9, and 14.

In the following experiments, the starting time of the ADES controller is set as the time
when the controller detects that the frequency deviation of power grids exceeds ±0.2 rad/s
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(±0.03 Hz) for the first time [56]. After that, the ADES controller controls the frequency
control process of BESS acting on power grids.

Table 1. Bus parameters.

Parameter Name Description Value

Mi inertia constant 0.05
Di damping constant 0.002
Tgi gas turbine constant 0.2
Tdi governor constant 5
Rgi regulation constant 0.5
Tji synchronizing constant 0.5
TBi Inertial time constant of BESS 0.5
bi frequency bias gain 1
Ki tie-line bias control gain 0.1

Figure 4. Multi-step random load change disturbances.

4.2. Validation of the Strategy

In order to verify the effectiveness of the proposed frequency control algorithm under
load change disturbances and DoS attacks, this subsection discusses the frequency deviation
changes of power grids without the designed ADES controller. IEEE14 bus testing system
is used for simulation. Assuming that the probability of data packet loss caused by DoS
attacks is ηji = 0.05, the attack period is 1–1.3 s, and the duration is 300 ms.

If there is no ADES controller for auxiliary frequency control (the ADES controller is
set not to participate in the frequency modulation process of power grids), the active power
injected by BESS into power grids is ∆PBi = 0. As shown in Figures 5 and 6, the frequency
deviation change curve of the testing system and the current generator output curve can
be obtained only by the active output adjustment of the generator participating in the
frequency modulation process of power grids.

As shown in Figure 5, the frequency of each bus presents an oscillating state under the
influence of load change disturbances. In the control process, the power generation end
participates in the frequency adjustment process by controlling the power output of the
generator to weaken the influence of the load change on frequency deviation. However,
the frequency deviation still exceeds its threshold 0.03 Hz at the end of the control process.
Thus, ADES needs to be introduced to control the frequency deviation of power grids.
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Figure 5. Frequency deviation of the bus without ADES controller.

Figure 6. Generator power deviation curve.

4.3. Case 1: Frequency Control of the IEEE 14-Bus Testing System under Different DoS
Attack Intensities

IEEE14 bus testing system is used to verify the effectiveness of the proposed con-
trol strategy under load change disturbances and different data packet loss rates. ηji ∈
{0.05, 0.1, 0.2, 0.4, 0.6} is set. Both DoS attack period and total attack time under different
ηji are shown in Table 2.

Table 2. DoS attack period and total attack time under different data packet loss rates.

ηji Attack Time Total Attack Time

0.05 1–1.3 s. 0.3 s
0.1 1–1.3 s, 7.2 s–7.4 s. 0.5 s

0.2 1–1.3 s, 2 s–2.2 s, 1 s3 s–3.5 s.

0.4 1–1.3 s, 1.6 s–2 s, 1.1 s3 s–3.2 s, 7.2 s–7.4 s.

0.6
1.3 s–1.5 s, 2 s–2.5 s,

1.9 s3 s–4 s, 6.3 s–6.5 s,
7.2 s–7.4 s.

As shown in Table 3, the values of ADES controller parameters are initialized, includ-
ing the learning rate of convex neural network weight update β and γ, the number of
subsystems N, the number of network layers of convex neural networks QN , the maximum
absolute value |λmax(Li)| of the eigenvalue of matrix Li, ‖Bi,max‖2, Lipschitz constant L′i,
the weight a1 of the state xi(k), the weight a2 of the strategy ui(k), the attenuation factor α,
the number of long-term evaluation time windows S, the Lipschitz constant of the function
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tanh x, the maximum constraint of the control output ulim and the maximum constraint
of ∆PBi .

These initialization parameters all satisfy the power grid stability and the sufficient
conditions for the convergence of the actor–critic network weights Equation (32). wa,i and
wc,i are initialized as vectors that satisfy the Assumption 2, and the simulation time is 8 s.
The experimental results are shown in Figures 7–12. As shown in Figures 7–11, subfigure (a)
shows the frequency deviation curve, subfigure (b) shows the change curve of the control
output ui, subfigure (c) shows the deviation curve of the BESS power output.

The power output of BESS is determined by the control output ui. There is a first-order
inertia relationship between BESS and ui. Therefore, the output of Bess can be expressed
through the first-order inertia link. Subfigure (d) shows the generator power output curve.
Figure 12 shows the average loss curve of the weight training of convex neural networks
under different data packet loss rates.

The stabilization time is defined as the time required for the frequency deviation to
remain within a fixed interval after being adjusted by the ADES controller. Assuming that
the stable interval is ±0.1 rad/s (±0.1 Hz), when the frequency deviation of all buses is
maintained between ±0.01 Hz, the system has been recovered to its nominal operating
state [56].

Table 3. Learning parameters of the IEEE14 bus testing system.

Parameter Name Description Value

β learning rate of critic networks 0.001
γ learning rate of actor networks 0.009
N number of input neurons 14
ξ sum of attack threshold 6

QN number of network layers 16
|λmax(Li)| the maximum absolute value of Li 0.4
‖Bi,max‖2 the maximum value of ‖Bi‖2 0.015

L′i Lipschitz constant 1
a1 the weight of xi(k) 0.7
a2 the weight of ui(k) 0.3
α damping factor 0.8
S long-term evaluation time windows 10

ulim the maximum constraint of ui 2.0
∆PBi ,lim the maximum constraint of ∆PBi 25 MW

As shown in Figure 7a,b, the frequency deviations of buses 1, 5, 9, and 14 exceed
the frequency deviation threshold Hz at 0.4, 0.3, 0.7, and 0.5 s, respectively. At this time,
the ADES controller starts and generates ui (shown in Figure 7b) to control the active power
output of BESS. The power changes of BESS are shown in Figure 7c. At the same time,
the generator end also participates in frequency control, and the power change curve of
the generator is shown in Figure 7d. In the simulation process, the maximum frequency
deviation is 0.1 Hz, and each bus enters a stable state after about 4.3 s and finally shows
small fluctuations in the stable interval.

As shown in Figure 8a,b, the frequency deviations of buses 1, 5, 9, and 14 exceed
the frequency deviation threshold Hz at 0.3, 0.3, 0.4, and 0.3 s, respectively. At this time,
the ADES controller starts and generates ui (as shown in Figure 8b). BESS is introduced
to participate in the power grid frequency control process. The power deviation curve
of BESS is shown in Figure 8c, and the power change curve of the generator is shown in
Figure 8d. In the simulation process, the maximum frequency deviation is 0.12 Hz, buses 1,
5, 9, and 14 become stable at 3.4, 3.8, 3.4, and 4.5 s, respectively. Under the influence of load
disturbances, the frequency deviation eventually fluctuates in the stable interval.
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(a) (b)

(c) (d)

Figure 7. Frequency deviation, control output, BESS and power output deviation of the generator
in IEEE14 bus testing system, ηji = 0.05. (a) Frequency deviation. (b) Control output ui. (c) Power
deviation of BESS. (d) Power deviation of generators.

(a) (b)

(c) (d)

Figure 8. Frequency deviation, control output, BESS and power output deviation of the generator
in IEEE14 bus testing system, ηji = 0.1. (a) Frequency deviation. (b) Control output ui. (c) Power
deviation of BESS. (d) Power deviation of generators.

As shown in Figure 9a,b, the frequency deviations of buses 1, 5, 9, and 14 exceed the
frequency deviation threshold Hz at 0.4 s, 0.7 s, 0.3 s, and 0.4 s, respectively. At this time,
the ADES controller starts and generates ui (shown in Figure 9b) to adjust the active power
output of BESS. The power deviation curves of BESS are shown in Figure 9c, and the power
change curves of the generator are shown in Figure 9d. During the simulation process,
the maximum frequency deviation is 0.11 Hz, bus 1 tends to be stable at 3.7 s, and buses 5, 9,
14 tend to be stable at 4 s. Due to the load disturbances, the frequency deviation eventually
fluctuates in the stable interval.

As shown in Figure 10a,b, the frequency deviations of buses 1, 5, 9, and 14 exceed
the frequency deviation threshold Hz at 0.3, 0.3, 0.3, and 0.4 s, respectively. At this time,
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the ADES controller starts, and the output ui (shown in Figure 10b) is used to adjust the
active power output of BESS. The power change curves of BESS are shown in Figure 10c,
and the power change curves of the generator are shown in Figure 10d.

(a) (b)

(c) (d)

Figure 9. Frequency deviation, control output, BESS and power output deviation of the generator
in IEEE14 bus testing system, ηji = 0.2. (a) Frequency deviation. (b) Control output ui. (c) Power
deviation of BESS. (d) Power deviation of generators.

(a) (b)

(c) (d)

Figure 10. Frequency deviation, control output, BESS and power output deviation of the generator
in IEEE14 bus testing system, ηji = 0.4. (a) Frequency deviation. (b) Control output ui. (c) Power
deviation of BESS. (d) Power deviation of generators.

The increase in the intensity of DoS attacks results in the adaptive increase or decrease
of the change range of ui, thereby suppressing the interference caused by DoS attacks to the
frequency control process of power grids. During the simulation process, the maximum
frequency deviation is 0.09 Hz, the stabilization time of buses 1, 5, 9, and 14 is 3.4, 3.5,
3.2, and 4 s, respectively. The frequency deviation of each bus eventually fluctuates in the
stable interval.
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The maximum frequency deviation in Figure 11a is 0.13 Hz. During the simulation
process, each bus has an oscillating trend inside and outside the stable interval and cannot
converge to the stable interval. At this time, the control output (shown in Figure 11b),
the power output deviation of BESS (shown in Figure 11c), and the power output deviation
of the generator (shown in Figure 11d) also present an oscillating state with a large change
range, respectively. Since the intensity of DoS attacks is too strong, each bus cannot obtain
the state information from the adjacent buses. The ADES controller cannot accurately
calculate the control output.

(a) (b)

(c) (d)

Figure 11. Frequency deviation, control output, BESS and power output deviation of the generator
in IEEE14 bus testing system, ηji = 0.6. (a) Frequency deviation. (b) Control output ui. (c) Power
deviation of BESS. (d) Power deviation of generators.

Figure 12. Average training loss curve under different ηji.

As shown in Figure 12, the average training loss decreases gradually, as the data
packet loss rate ηji continues to increase. Compared with other values of ηji, the oscillation
amplitude of the average training loss of convex neural network weights is larger when
ηji = 0.6. When the intensity of DoS attacks increases, the convergence speed of convex
neural network weights decreases. After experimental calculations, each weight update
time is about 6 ms (less than the sampling time 10 ms), and thus the control strategy update
can be completed within one sampling time.

According to the above experimental results, the proposed frequency control strategy
can complete power grid frequency adjustment under a variety of DoS network attack
intensity and load disturbances, and restrain the impact of load change disturbances on
power grid frequency.
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4.4. Case 2: Comparative Analysis of Frequency Control Effects of Different Methods under
DoS Attacks

In the process of reinforcement learning, this paper uses convex neural networks to
establish an approximate model of critic networks, and fast optimization of reinforcement
learning is carried out in the approximate model established by convex neural networks.
Thus, the optimization process of reinforcement learning is approximated as the convex
optimization process.

In order to verify that the frequency control strategy based on convex neural networks
is better than the frequency control strategy based on general neural networks, this section
first uses two types of traditional neural networks (radial basis function neural networks
(RBF) [38] and recurrent neural networks (RNN) [26]) to approximate critic networks in
reinforcement learning. Then, the proposed frequency control strategy is compared with
them to analyze the control performance of the frequency control strategies constructed by
different neural networks under load change disturbances and DoS attacks.

Under three different DoS attack intensities, the IEEE57 bus testing system is used
to verify the control performance of three methods on power grid frequency and the
adaptability to different DoS network attack intensities.

The model parameters of the IEEE57 bus testing system are shown in Table 1, and the
initialized parameters of the corresponding ADES controller are shown in Table 4. The actor–
critic network learning rate, the sum of attack thresholds, the number of input neurons,
and the number of the layers of convex neural networks are re-initialized. The designed
parameters meet the sufficient conditions for stability and convergence (32). wa,i and wc,i
meet the Assumption 2. ηji ∈ {0.05, 0.1, 0.2} is set. The DoS attack period and total attack
time are shown in Table 2.

The experimental results are shown in Figures 13–15, where (a), (b), and (c) are the
frequency deviation curves of the IEEE57 bus testing system based on convex neural
networks, RBF, and RNN, respectively. The simulation time based on convex neural
networks and RBF is set to 8 s, and the simulation time based on RNN is set to 15 s.

Table 4. Learning parameters of the IEEE 57 bus testing system.

Parameter Name Description Value

β learning rate of critic networks 0.0025
γ learning rate of actor networks 0.0011
N number of input neurons 57
ξ sum of attack threshold 22

QN number of network layers 59
|λmax(Li)| the maximum absolute value of Li 0.4
‖Bi,max‖2 the maximum value of ‖Bi‖2 0.015

L′i Lipschitz constant 1
a1 the weight of xi(k) 0.7
a2 the weight of ui(k) 0.3
α damping factor 0.8
S long-term evaluation time windows 10

ulim the maximum constraint of ui 2.0
∆PBi ,lim the maximum constraint of ∆PBi 25 MW
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(a) (b)

(c)

Figure 13. Frequency deviation curve of the IEEE 57 bus testing system under three different methods,
ηji = 0.05. (a) Based on convex neural networks. (b) Based on RBF neural networks. (c) Based on
RNN neural networks.

(a) (b)

(c)

Figure 14. Frequency deviation curve of the IEEE 57 bus testing system under three different methods,
ηji = 0.1. (a) Based on convex neural networks. (b) Based on RBF neural networks. (c) Based on RNN
neural networks.

As shown in Figure 13a, the maximum frequency deviation of the bus is about 0.18 Hz,
and the frequency deviation of each bus can be within the set stable interval at t = 3 s.
As shown in Figure 13b, the maximum frequency deviation of the bus is about 0.12 Hz,
and each bus can maintain a stable state at t = 4 s. As shown in Figure 13c, the maximum
frequency deviation of the bus is about 0.2 Hz, and each bus gradually maintains a stable
state at t = 7.5 s. As the load changes constantly, the frequency deviation of each bus also
fluctuates within the stable interval.
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(a) (b)

(c)

Figure 15. Frequency deviation curve of the IEEE 57 bus testing system under three different methods,
ηji = 0.2. (a) Based on convex neural networks. (b) Based on RBF neural networks. (c) Based on RNN
neural networks.

As shown in Figure 14a, the maximum frequency deviation of the bus is about 0.13 Hz,
and all the buses enter a stable state at t = 3 s. As shown in Figure 14b, the maximum
frequency deviation of the bus is about 0.14 Hz, and each bus can maintain a stable state
after t = 3.5 s. As shown in Figure 14c, the maximum frequency deviation of the bus is
about 0.24 Hz, and all the buses enter a stable state after t = 7 s.

As shown in Figure 15a, the maximum frequency deviation of the bus is about 0.14 Hz,
and each bus can gradually maintain a stable state at t = 3.5 s. As shown in Figure 15b,
the maximum frequency deviation of the bus is about 0.14 Hz. The frequency deviations
enter the stable interval around t = 4 s and fluctuate within the stable interval. As shown
in Figure 15c, the maximum frequency deviation of the bus is about 0.21 Hz, and its final
state is in an oscillating state, which fluctuates outside the set error band.

According to the above experimental results, when the intensity of DoS attacks is
small, all three methods can adjust the frequency deviation of power grids to a stable range.
Additionally, the frequency control strategies based on convex neural networks and RBF
have a slightly shorter stabilization time than the frequency control strategy based on RNN.

When the intensity of DoS attacks is high, the proposed control strategy can maintain
the frequency deviation within a small range of fluctuations, thereby effectively suppressing
the impact of DoS attacks and load change disturbances, while the other two methods are
slightly worse. Therefore, this group of experiments verifies that the proposed frequency
control strategy based on convex neural networks can accelerate the convergence speed in
the control process and improve the performance of the controller.

4.5. Case 3: IEEE 118 Bus Testing System

IEEE118 bus testing system is used to simulate the frequency control process of
complex power grids subjected to load change disturbances and DoS attacks to verify
whether the proposed frequency control strategy is effective on complex systems. The
initialized parameters of the IEEE118 bus testing system are shown in Table 1. In this
experiment, it is assumed that the data packet loss rate caused by DoS attacks on power
grid data is 0.2, and the time period of DoS attacks is set in Table 2. The initial learning
parameters of the ADES controller are shown in Table 5. These parameters all meet the
power grid stability and sufficient conditions for the convergence of actor–critic network
weights (32).
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The initialization of vectors wa,i and wc,i satisfies Assumption 2, and the simulation
time is 8 s. The experimental results are shown in Figure 16. This paper simulates the
control process of all buses in the IEEE118 bus testing system under the proposed frequency
control strategy. However, the IEEE118 bus testing system has a large number of buses;
therefore, the frequency deviation data of 20 buses was selected to analyze the control
performance as shown in Figure 16a–d.

Table 5. Learning parameters of the IEEE118 bus testing system.

Parameter Name Description Value

β learning rate of critic networks 0.0016
γ learning rate of actor networks 0.0023
N number of input neurons 118
ξ sum of attack threshold 5.2

QN number of network layers 120
|λmax(Li)| the maximum absolute value of Li 0.4
‖Bi,max‖2 the maximum value of ‖Bi‖2 0.015

L′i Lipschitz constant 1
a1 the weight of xi(k) 0.7
a2 the weight of ui(k) 0.3
α damping factor 0.8
S long-term evaluation time windows 10

ulim the maximum constraint of ui 2.0
∆PBi ,lim the maximum constraint of ∆PBi 25 MW

(a) (b)

(c) (d)

Figure 16. Frequency deviation curve of the IEEE118 bus testing system under the controller, ηji = 0.2.
(a) Frequency deviation curves of bus 1, 6, 11, 16, and 21. (b) Frequency deviation curves of bus 26, 31,
36, 41, and 46. (c) Frequency deviation curves of bus 51, 56, 71, 76, and 81. (d) Frequency deviation
curves of bus 86, 91, 96, 101, and 106.

As shown in Figure 16, the maximum frequency deviation is generated on bus 1,
which is about 0.13 Hz. All buses can maintain a stable state after 3.5 s. Since the load
is constantly changing, after the frequency deviation is in the stable range, there is still a
certain degree of fluctuations during the time period from t = 3.5 s to t = 8 s.

According to the experimental results, the IEEE118 bus testing system verifies that
the proposed frequency control strategy can be applied to the frequency control process
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of complex power grids and can also maintain the stability of the electrical frequency
deviation under the disturbances of power grid load changes.

4.6. Capacity Test of Battery Energy Storage System

Due to the limitation of its own capacity, the maximum output power of BESS at a
certain sampling time has certain constraints. Thus, the maximum output power is related
to the capacity of BESS. The maximum output power is reflected in the control output
constraint ui ∈ [−ulim, ulim]. When the maximum output power of BESS increases, ulim
also increases.

Therefore, this section discusses the influence of BESS capacity on the control results
by adjusting ulim. Assuming ulim = 2.0 and ulim = 0.8, the influence of the equipment
capacity of the battery energy storage system on the frequency control process is discussed
by obtaining the control results of the frequency deviation of the IEEE14 bus testing system
under the ADES controller and the change of the control output ui in these two cases.

Assuming ηji = 0.05, the attack period is 1–1.3 s, the system parameters of the IEEE14
bus testing system are shown in Table 1, and the parameters of the ADES controller are
shown in Table 3. The experimental results are shown in Figure 17, where (a) and (b)
represent the frequency deviation curve at ulim = 2.0 and the control output curve of the
corresponding ADES controller, (c) and (d) represent the frequency deviation curve at
ulim = 0.8 and the control output curve of the corresponding ADES controller.

(a) (b)

(c) (d)

Figure 17. Frequency deviation curve and control output curve, ulim = 2.0 and ulim = 0.8. (a) Fre-
quency deviation curves, ulim = 2.0. (b) Control output, ulim = 2.0. (c) Frequency deviation curves,
ulim = 0.8. (d) Control output, ulim = 0.8.

Comparing Figure 17a with Figure 17c, ulim decreases, the adjustment range of the
frequency deviation decreases, the convergence time increases, and the ability to suppress
disturbances is weakened. As shown in Figure 17a,b, when ulim = 2.0, the control output is
constrained within the range of [−2, 2]. At this time, BESS has sufficient output power to
participate in the frequency control process of power grids to suppress the fluctuation of
power grid frequency caused by load change disturbances.

As shown in Figure 17c,d, when ulim = 0.8 (the maximum output power of BESS is
small), the control output is constrained within [−0.8, 0.8], the adjustment time required
for frequency deviation is long, and the fluctuation range of the frequency deviation in the
stable interval is large. Therefore, the capacity of BESS equipment affects the performance
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of power grid frequency control. When the equipment capacity increases, The control
efficiency of ADES on frequency deviation is positively related to the capacity of BESS.

According to the above experimental results, the proposed frequency control strategy
can complete the frequency control of power grids under load change disturbances and
DoS attacks. Compared with other methods, the control efficiency of the proposed method
is higher.

5. Conclusions

Aiming at the frequency control issues of the aggregated distributed energy grids
under DoS attacks, in this paper, we proposed a data-driven frequency control strategy.
The actor–critic reinforcement-learning algorithm was used to suppress the load change
disturbances and the frequency deviation of the aggregated distributed energy grids under
DoS attacks, which overcame the issues of aggregated distributed energy grid modeling.
Convex neural networks were used to establish actor–critic networks.

Convex neural networks can transform the optimization process of evaluating the
long-term future cost of the networks into the convex optimization process, ensuring
that the long-term future cost has a global optimum, thus, speeding up the optimization
speed and improving the control efficiency. The Lyapunov function was constructed to
analyze the stability of the system and verify the convergence of the weights of convex
neural networks and to find the sufficient conditions for the stability of the system and the
convergence of the weights.

Finally, the IEEE14 bus testing system, IEEE57 bus testing system, and IEEE118 bus
testing system, respectively, were used to verify the effectiveness of the proposed method
under a variety of DoS attack intensities in a complex power grid operating environment
by comparing with other methods.
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Proof. Assuming that the expected control output ud,i and the long-term future cost Qi(k)
can also be expressed by convex neural networks as follows.

g∗i (.) = Con(W∗c,i, x′i) + εa,i, ϕ∗i (.) = ulim tanh
(
Con(W∗a,i, x′ i)

)
+ εc,i (A1)

where g∗i (.) and ϕ∗i (.) are the best estimates of Qi(k) and ud,i(k); W∗a,i and W∗c,i are the
optimal weight sets approximating ud,i(k) and Qi(k), respectively; and εa,i and εc,i are
the minimum approximation errors of convex neural networks approximating ud,i(k) and
Qi(k). Equation (A2) is defined as follows.

W̃a,i(k)=Wa,i(k)−W∗a,i(k), W̃c,i(k)=Wc,i(k)−W∗c,i(k) (A2)

As defined in Equation (A3), the positive definite Lyapunov function Vi(k) is chosen.

Vi(k) =
1
2
‖xxxi(k)‖2 +

1
2

∥∥W̃a,i(k)
∥∥2

F +
1
2

∥∥W̃c,i(k)
∥∥2

F (A3)

The difference between the Lyapunov functions Vi(k + 1) and Vi(k) at the k + 1 time
and k time of power grids is defined in Equation (A4).

∆Vi(k) = Vi(k + 1)−Vi(k) =
1
2

∥∥W̃a,i(k + 1)
∥∥2

F −
1
2

∥∥W̃a,i(k)
∥∥2

F

+
1
2

∥∥W̃c,i(k + 1)
∥∥2

F −
1
2

∥∥W̃c,i(k)
∥∥2

F +
1
2
‖xxxi(k + 1)‖2 − 1

2
‖xxxi(k)‖2 (A4)

The terms in Equation (A4) are defined as follows.

∆Vi,1(k) =
1
2

∥∥W̃a,i(k + 1)
∥∥2

F −
1
2

∥∥W̃a,i(k)
∥∥2

F, ∆Vi,2(k) =
1
2

∥∥W̃c,i(k + 1)
∥∥2

F −
1
2

∥∥W̃c,i(k)
∥∥2

F

∆Vi,3(k) =
1
2
‖xxxi(k + 1)‖2 − 1

2
‖xxxi(k)‖2, ∆Vi(k) = ∆Vi,1(k) + ∆Vi,2(k) + ∆Vi,3(k) (A5)

According to Equation (A2), the relationships between W̃i(k + 1) and W̃i(k) are shown
as follows.

W̃a,i(k + 1) = Wa,i(k + 1)−W∗a,i(k + 1) = W̃a,i(k)− βΠΩ

(
∂Ea,i(k)
∂W̃a,i(k)

)
W̃c,i(k + 1) = Wc,i(k + 1)−W∗c,i(k + 1) = W̃c,i(k)− γΠΩ

(
∂Ec,i(k)
∂W̃c,i(k)

)
(A6)

where the gradient of the target learning function Ea,i(k) to W̃a,i(k) and the gradient of
W̃a,i(k) to W̃c,i(k) can be expressed as follows.

∂Ea,i(k)
∂W̃a,i(k)

= ulim1T[xi(k + 1)− Lixi(k)]
[
1− tanh2(W̃a,i(k)−W∗a,i(k))

]
wT

a,i

∂Ec,i(k)
∂W̃c,i(k)

=
[

Q̂i(k)− αQ̂i(k− 1)− αS pi(k)
][

1− tanh2(W̃c,i(k)−W∗c,i(k))
]
wT

c,i (A7)

In order to simplify the update rules of W̃a,i and W̃c,i, this paper defines the following
parameters.

τ1 = ulim1T[xi(k + 1)− Lixi(k)], τ2 = Q̂i(k)− αQ̂i(k− 1)− αS pi(k)

ta,i = 1− tanh2(W̃a,i(k)−W∗a,i(k)), tc,i = 1− tanh2(W̃c,i(k)−W∗c,i(k))
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According to Equations (A6) and (A7), Equation (A6) can be re-expressed as follows.

W̃a,i(k + 1) = W̃a,i(k)− βΠΩ

(
τ1ta,iwT

a,i

)
W̃c,i(k + 1) = W̃c,i(k)− γΠΩ

(
τ2tc,iwT

c,i

)
(A8)

The first term ∆Vi,1(k) is taken from Equation (A5), and then Equation (A8) is sub-
stituted into the calculation of ∆Vi,1(k). Thus, ∆Vi,1(k) is re-expressed as Equation (A9).

∆Vi,1(k) =
1
2
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The second term Vi,2(k) is taken from Equation (A5), and then Equation (A8) is
substituted into ∆Vi,2(k). Thereby, the following equation is obtained.

∆Vi,2(k) =
1
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tr
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(A10)

According to the model (9) of aggregated distributed energy grids under DoS attacks,
Vi,3(k) can be expressed as Equation (A11).
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∆Vi,3(k) =
1
2
‖xi(k + 1)‖2 − 1
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Therefore, the difference ∆Vi(k) of the Lyapunov function Vi(k) between the k + 1 time
and the k time is obtained. The expression is shown in Equation (A12).

∆Vi(k) = ∆Vi,1(k) + ∆Vi,2(k) + ∆Vi,3(k)
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If the coefficients of ∆Vi(k) satisfy the inequality group (Inequality), the actor–critic
network weights and system state are UUB. The state of aggregated distributed energy
grids can be stable, and the weights of actor–critic networks can converge. Thus, Theorem 1
is proved.
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