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Abstract: Twitter sentiment detectors (TSDs) provide a better solution to evaluate the quality of
service and product than other traditional technologies. The classification accuracy and detection
performance of TSDs, which are extremely reliant on the performance of the classification techniques,
are used, and the quality of input features is provided. However, the time required is a big problem
for the existing machine learning methods, which leads to a challenge for all enterprises that aim to
transform their businesses to be processed by automated workflows. Deep learning techniques have
been utilized in several real-world applications in different fields such as sentiment analysis. Deep
learning approaches use different algorithms to obtain information from raw data such as texts or
tweets and represent them in certain types of models. These models are used to infer information
about new datasets that have not been modeled yet. We present a new effective method of sentiment
analysis using deep learning architectures by combining the “universal language model fine-tuning”
(ULMFiT) with support vector machine (SVM) to increase the detection efficiency and accuracy.
The method introduces a new deep learning approach for Twitter sentiment analysis to detect the
attitudes of people toward certain products based on their comments. The extensive results on three
datasets illustrate that our model achieves the state-of-the-art results over all datasets. For example,
the accuracy performance is 99.78% when it is applied on the Twitter US Airlines dataset.

Keywords: machine learning; transfer learning; sentiment analysis; SVM; ULMFiT; US airlines

1. Introduction

Internet data grow rapidly, given the preference of citizens to share their views.
Through the expansion of social media, people’s opinion tools have been updated, and
fields such as opinion mining and sentiment analysis have obtained growing demands.
Online reviews cannot be overlooked owing to the possible effects that customer feedback
may have on companies. A significant number of research practitioners are currently
developing structures that can collect information from such feedback to support marketing
insight, drive public sentiment, and enhance consumer loyalty. Consequently, opinion
analysis was implemented and applied in several study areas and companies. Twitter has
been one of the most widely used microblogging services and a fascinating forum for more
than 500 million messages per day from about 1.3 billion people. A message on Twitter
(similar to a post on Facebook), by a sequence of characters confined to 280-character limit,
is posted publicly or by established followers owing to the account’s privacy, which is
different from other social media websites [1].

However, users struggle to articulate their brains with limited words because they
are constrained in character. Twitter is a significant reflection of world affairs, because it
is commonly utilized across all classes of people. As a part of the company’s review and
feedback, Twitter is a key outlet for the new developments appearing on Twitter. These
patterns are used to reach commercial objectives, such as viral ads for trend items [2].
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Analysis of tweets is important for businesses to establish effective campaign ideas. Twitter
users tweet various limitless messages throughout the day that can offer opinions regarding
products, companies, items, and public relations. These views may be categorized into
three distinct attitudes: negative, positive, and neutral. Each attitude may also be classified
into different levels. This method is called a sentiment analysis that evaluates and derives
contextual knowledge from raw data.

The study area of emotion analysis and the field of natural language processing (NLP)
are interlinked. Extracting useful knowledge from naturally written texts allows NLP to
resolve the distance between humanity and machine. The goal of text sentiment analysis
(SA) is to extract and analyze knowledge from personal data or product reviews and
feedback provided on the internet. As a result of its wide range of industrial and academic
applications, as well as the rapid growth of social networks, SA has emerged as a key topic
in the field of natural language processing (NLP) in recent years [3,4].

In the literature, three different approaches have been used to solve the problem of
SA: the lexicon-based approach, standard machine-based approach, and deep learning-
based approach. The lexicon-based method uses a glossary of sentiment terms including
enhancement and negation to measure the polarity of each phrase. In the standard machine
learning-based approach, the classification of opinions is used as a special case of the
issue of classification of documents. However, this method depends on the extraction of
knowledge from a statement with an opinion polarization. In addition, this extraction
can be annotated individually by terms or automatically through sentiment index-like
ratings in comments or emoticons used in tweets. The third approach is deep leaning-
based approaches, which has two phases. The term embedding in the text corpus is
learned in the first phase [5,6]. The second phase focuses on the use of word embedding to
create interpretations of sentences of semantic composition using different deep learning
techniques [7].

The ability of any classification method may be enhanced by a technique of integrating
several predictor outcomes. The voting system creates a standard strategy by compound
classifiers on a stand-alone basis; then, their outputs are integrated into the final decision.
In addition, the final polarity label is calculated by the results of each section of the class
i.e., the plurality of the polarity labels [7].

This study has three main goals: developing Twitter sentiment detectors that can
perfectly and quickly detect the sentiment, improving the accuracy of classification, train-
ing, and testing times, computational complexity, and storage requirements of the SVM
algorithm, in the context of Twitter sentiment detection.

The rest of the paper contains the following sections: the related work is shown in
Section 2, the proposed model is presented in Section 3, the experimental results and evalu-
ation are discussed in Section 4, the discussion is shown in Section 5, and the conclusion in
Section 6.

2. Related Work

Recently, many researchers in the field of sentiment analysis have used a supervised
machine learning algorithm as their clustering module and primary classification, such as
the work in [8]. These methods classified and displayed user-created texts that contained
the sentiment using n-gram features as well as the bag-of-words (BOW) technique, and
they were occasionally combined [9]. The n-gram characteristics have been developed
to address the shortcomings of the simple BOW model, such as the fact that it ignores
grammatical structures and word order [10]. When using n-gram features, there is a
significant disadvantage, particularly when n ≥ 3, in that the feature distance output is
remarkably high dimensional. As a result, feature selection algorithms have been used
extensively in recent studies [11] to overcome this disadvantage. Users’ sentiments can
be extracted from their text using a variety of algorithms, including SVM, Naive Bayes
(NB), and artificial neural networks (ANN). Several methods, including that in [12], have
demonstrated good performance in this area. When using supervised approaches, one
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of the challenges that can arise is that they are often slow and require a large amount
of time throughout the training process. There have been numerous approaches based
on the unsupervised lexicon that have been proposed to address these issues, including
those in [8,13]. These methods are quick, scalable, and simple to implement. On the other
hand, they rely largely on vocabulary, which has resulted in them being less accurate when
compared to their supervised counterparts [13,14]. There have been very few researchers
who have taken advantage of the advantages offered by both lexicon-based and supervised-
based approaches and then merged them in a variety of ways, as cited by [14,15]. For
sentiment analysis, Zhang et al. [16] presented an approach that is divided into two parts at
the entity level of tweets. Having a high recall rate is the first step in the process, which is
achieved through the use of the supervised approach. The second phase is a high-precision
lexical method that is built on the previous stage. According to [17], machine learning
methods and lexicon-based sentiment analysis have been combined in a concept-based
sentiment analysis model that has been presented. When compared to simply statistical
methods, their method was more accurate and justified, and its ability to discern the
polarity or strength of sentiment was superior to lexicon-based methods.

2.1. Transfer Learning with ULMFiT

One of the most important techniques commonly used in machine learning applica-
tions is transfer learning. This technique aims to convert wisdom knowledge gained from
specific tasks to other related tasks.

In 2018, ULMFiT was developed as a natural language processing method (NLP) by
Howard and Ruder as part of the fast.ai framework [4]. ULMFiT is used as a transfer
learning technique for information extraction solutions. This technique requires a small
amount of data in the process of training the model. In addition, ULMFiT can be used
with any dataset of different lengths or any document, with a single architecture such as
AWD-LSTM; thus, it is called universal. Another great advantage of this technique is its
ability to be compatible with any task without engineering for a custom feature [4,18].

2.2. Language Model

ULMFiT can use word embedding, and the entire language model depends on recur-
rent neural network (RNN) and AWD-LSTM. The technique is based on exclusive training.
This model focuses more on typical phrases in addition to becoming accustomed to different
relationships among the words [5].

Figure 1 demonstrates the structure of the language model. The first layer is the
embedding layer (the black one), which resembles the word embedding. In modern
models, the RNN layers also reused the same embedding layer. The RNN layers are the
neural network elements with implicit feedback. Words are separately replaced in the
embedding layer by the equivalent embedding vector and then fed into the RNN layer as
the next input [6]. As shown in Figure 1, the text “People prefer to travel by plane” serves
as input and output after shifting by one word; this findings explains the technique of how
the model can predict the next word.

2.3. AWD-LSTM

ASGD weight-dropped LSTM or AWD-LSTM uses drop connect and a variant of
average-SGD (NT-ASGD) combined with many additional famous regularization ap-
proaches. AWD-LSTM is the architecture used by ULMFIT for its language modeling
tasks [7,19]. As shown in Figure 2, the repeating LSTM module consists of four interacting
layers. The general LSTM unit is formed from a cell, an input gate, an output gate, and a
forget gate. LSTM can perform many operations such as language modeling, character-level
neural machine translation, and sentiment classification.
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Prefer   travel   by    plane <EoL>

People Prefer travel by plane <EoL>

Figure 1. Structure of the language model.

Figure 2. LSTM architecture.

The following Equation (1) is the mathematical formulation to express LSTM:

it = σ(WiXt + Uiht−1)

ft = σ(W f Xt + U f ht−1)

ot = σ(WoXt + Uoht−1)

c
′
t = tanh(WcXt + Ucht−1)

ct = it
⊙

c
′
t + ft

⊙
c
′
t−1

ht = ot
⊙

tanh(ct)

(1)

where ( Wi, W f , Wo, Wc, Ui, U f , Uo, Uc) are weight matrices;
(xt) is the vector input to time step t;
(ht) is the current exposed hidden state;
(ct) is the memory cell state;
and (

⊙
) is the element-wise multiplication.
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2.4. Support Vector Machine (SVM)

The main conception of SVM is to categorize information separately using hyperplane
to increase the margin among them to the maximum. SVM is commonly used in learning
classification algorithms based on statistical learning theory (SLT), which is a theoretical
paradigm for machine learning that draws on statistics and functional analysis. SLT has
been successfully applied in various areas, including computer vision, voice recognition,
and bioengineering. SVM has high classification accuracy and excellent performance; thus,
it is popularly widely used in problems classifications [20].

SVM is one of the effective ML algorithms for regression and classification and sen-
timent detection [21]. SVM is one of the most popular classifiers due to its capability to
achieve higher generality performance whenever the dimension embedding of the input
features space is very high. The purpose of SVM is to discover the most suitable classifica-
tion function to differentiate between members of the two classes in the training data. The
SVM classification uses structural risk reduction to create a hyperplane for the exclusion
of positives from a group of negative instances. SVM aims to separate data points and
evaluate each data point category into a hyperplane. SVM maximizes the margin between
support vectors because separating all classes is necessary [22]. SVM is commonly used to
solve many problems in the real world, including intrusion recognition, image processing,
text classification, etc. Initially, SVM was designed to classify the binary classes. Later, the
examples were expanded to multiple classes. In binary classification, the classification task
is the data points classification task of a given dataset of instances into two separate sets
and defines whether they have some features or not. Many real-world tasks have been
used to the binary classification task in its implementation, where the response to some
query is either a yes or no: for example, object detection, figuring out relations to a specific
class of the instance, face detection, or intrusion detection. The mathematical basis of the
SVM algorithm is presented in the binary classification task in two cases: linear divisible
and non-linear divisible cases. In a case that is non-linear divisible, there is one or more
than one hyperplane that may split the two categories represented by the training data. The
well-known query is how to select the most suitable hyperplane that would get the best
out of the accuracy performance on test data. The best answer is to exploit the boundary
between support vectors that splitting the positive and negative points into the training
data. Then, the most suitable hyperplane is the one that evenly splits the boundary between
the two classes.

2.5. Long Short-Term Memory (LSTM)

LSTM is an extension of RNN. The vanishing of gradients in the training of vanilla
RNN was proposed. It has a special memory mechanism that gives it an advantage over
the vanilla RNN. The memory mechanism enables the network to capture long-term de-
pendencies, in particular the LSTM appraoch in [23], which succeeded in minimizing
dimensionality and outstanding performing concerning the precise classification of opinion.
Reducing the input functions is an important task for the classification of sentiment based
on machine learning techniques. Therefore, the suggested method could be a promising
solution for better classification with scalability. The proposed approach would be particu-
larly suitable for applications that have a large dataset such as the detection of sentiment
for product and service reviews.

Tarasov [24] used a long short-term model for the sentiment of the restaurant reviewers
for RNNs. Several approaches are used to compare the gathering results using the following
techniques: simple recurrent neural networks, logistic regression, bidirectional RNNs, and
bidirectional long-term memory. Deep bidirectional LSTM with numerous hidden layers
yielded the best performance across all RNN models.

A vector representation of single words can be considered as a system training param-
eter to simplify the analysis of the general model text data. Thus, we can initiate values for
single words with random values of vector representations to replicate certain variables.
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Tai et al. [25] performed the LSTM to solve identifications of the romantic phrases extracted
from film reviews and estimation of somaticizing sentence pair’s tasks.

Socher et al. [26] presented the Treebank sentiment and recursive neural tensor
networks to solve their feeling detection project. In the case of single-sentence posi-
tive/negative cataloging, by using recursive neural tensor networks, performance increased
from 80% to 85%.

The prediction of fine-grained feeling labels for all sentences was 80.7% higher than
the 9.7% increase with a bag of features for approaches, such as SVM and Naive Bayes using
the recursive neural tensor network process. Neural networks are effective for managing
text data analysis tasks as variants in the LSTM model. The use of these models is an
innovative approach to describe the social networking emotions of users.

The idea with LSTM is to have a self-regulating flow of information through the cells
that can be forgotten or modified based on the information input to the cell. Therefore,
some extra parameters have been added to each recurrent cell to enable the RNN to
propagate information and overcome optimization issues. The added parameters, as
shown in Figure 3, act as filters to allow the cell to select which information is worth
remembering and which is worth forgetting.

ht-1

ht-1

Xt

Xt ht-1Xt

ht-1

ht
Ct

LSTM

φ φ 

σ 

σ 

σ Input
gate

Output
gate

Forget
gate

CEC

Xt

Figure 3. LSTM diagram.

3. Methodology

We used ULMFiT combined with SVM and applied it on different sentiment analysis
datasets. We used radian basis function (RBF) kernel as the basic SVM function, such as
sigmoid functions, polynomial function, and linear functions.

RBF kernel has two parameters (C and σ). C is the penalty parameter for the error
term and kernel function’s coefficients. The main function of this parameter is to control the
tradeoff between hyperplane smooth decision boundary and the support vector (classifying
training points) successfully where sigma (σ) is a non-linear hyperplanes parameter. The
gamma value is the indicator of trained dataset fitting; a higher gamma value indicates a fit-
ter trained dataset. Suitable kernel function type and suitable parameters should be selected
effectively to obtain SVM with high performance. We used the RBF kernel, and then, it was
tuned by grid search with a three-fold (KFOld) cross-validation (GridsearchCV) method.

3.1. ULMFit–SVM Model

ULMFiT is the most effective method in transfer learning, and it can be used with
different tasks in NLP. ULMFiT is pretrained by LM on a large public domain for the
collection of written texts. We proposed the ULMFit–SVM method. The objective is to use
innovative techniques with an SVM classifier instead of SoftMax. For instance, for k nodes
of the SotMax layer, the probability distribution is denotes by pi, which is calculated with
the following Equation (2):
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pi =
exp(ai)

∑k
j exp(aj)

(2)

where ai indicates the total input to the softmax layer, and the Î class would be expected to
be Î = argimaxpi .

After introducing the basic ideas underlying ULMFiT, we can focus on the structure of
the actual model. The model can be split into three phases to provide a general overview,
as deliberated in Figures 4 and 5:

• General-domain LM pre-training;
• Target task LM fine-tuning;
• Target task classifier.

Figure 4. General domain LM pretraining.

General-Domain LM Pretraining
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SVM Classifier

Target Task Classifier

Nobel Price for

peace great

I flew with a new airline

 and it was

I flew with a new airline

 and it was great

Figure 5. Detailed overview of ULMFiT-SVM.

3.2. Pretrained Phase

The pretrained phase, which is commonly conducted on Wikitext-103, consists of
28,595 English articles. These articles consist of approximately 103 million words [27]. The
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language model is based on word prediction, where is a large data source is used to obtain
the ideal performance.

3.3. Fine-Tuning the Language Model

It is an intermediate phase prior to the classification task, which was used to avoid
direct use of the Wikipedia pretrained model and fine-tuning. The aim of this phase is
to fine-tune the language model on information from the objective task; classification is
implemented to enhance the classification model (deliberated in the third phase) on minor
datasets. The subsequent techniques achieved improvement in this phase.

3.3.1. Slanted Triangular Learning Rates (STLR)

The language model is commonly used and applied on a target text that is different
from the pretrained model. In this phase, the function of the fine-tuning is to help the
model parameters become more suitable for the target text. This is the main function of
STLR. The difference between TLR and STLR is the linear short increase and long decay [4].

The initial slight increase in the learning rate is important because coverage of the
model is suitable for the measurable factor of the aimed task. The next step is the long
decay period that provides more refining of the parameters [5].

The STLR update schedule is given in Equation (3), as follows:

cut = (T.cut− f rac)

p =

{
t/cut , if t < cut
1− t−cut

cut.(1/cut− f rac−1) , otherwise

ηt = ηmax.
1 + p.(ratio− 1)

ratio

(3)

where

• (T) refers to the count of training iterations (one training iteration is equal to the
number of epochs times the number of updates per epoch).

• (cut_ f rac) refers to the fraction of iterations.
• (cut) refers to the iteration in case of raising or lowering the LR.
• (for t < cut, p) refers to the count of iterations the LR has increased upon the total

number of increasing iterations
• t >= cut, p refers to the total count of iterations the LR has decreased upon the total

number of decreasing iterations.
• (ratio) states the size of the lowest LR compared with the maximum LR, ηmax.
• (ηt) refers to the learning rate at iteration t.
• cut_ f rac = 0.1, ratio = 32 and etamax = 0.01.

3.3.2. Discriminative Fine-Tuning (DFT)

DFT requires that various layers in a model seize various types of information and
learning rates. The first layers seize the common form of data. The same with the language
modeling task, the initial layers seize the maximum common data of the language and
require the minimum quantity of fine-tuning. Consequently, moving toward the last layer
increases the amount of necessary fine-tuning [7]. Hence, we used different learning rates
for each layer as an alternative of using the identical learning level in the entire model. We
used fine-tuning for the last layer to select the learning rate. The following formula was
used for the lower layers: (ηl − 1 = ηl/2.6), where ηl is the learning rate of the l-th layer.

3.4. Model Training

The third phase in our model is to train the model with additional dual linear blocks.
We used ReLU activation as the transitional layer and then SVM as a supervised algo-
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rithm for the classification task and distinguishing various styles of classification because
conjoining strong classifiers, such as SVM, with ULMFiT boosts TSD performance.

The resulting features are delivered to the SVM classifier for the classification process,
which was originally formulated for binary classification.

Training data are provided with labels (xn, yn), n = 1, . . . , N, xn ∈ RD, tn ∈ {−1,+1},
and the following Equation (4) show optimizations of SVMs:

minWξn

1
2

WTW + C
N

∑
n=1

ξn

s.t.WTXntn ≥ 1− ξn∀n

. (4)

Data points are penalized by ξn, which indicates slack variables. We can include the
bias, considering the addition of a scalar value of xn. The following Equation (5) is the
accurate unregulated optimization problem: then, data points that exceed the margin and
would penalize are obtained as follows:

minW
1
2

WTW + C
N

∑
n=1

max( 1−WTxntn, 0) . (5)

The goal of the following Equation (6) is known as the main form of the L1-SVM
problem through the hinge loss. L1- SVM cannot be differentiable; thus, a popular variation
called L2-SVM is obtained as follows:

minW
1
2

WTW + C
N

∑
n=1

max( 1−WTxntn, 0)
2
. (6)

On the contrary, L2-SVM is differentiable and enforces greater loss of those points.
The following Equation (7) indicates the class label prediction for X, as follows:

argtmax( WTX) t. (7)

We used Radian Basis Function (RBF) kernel as the basic SVM functions such as
sigmoid functions, polynomial functions, and linear functions.

The accuracy percentage of our novelist technique is more accurate than that of SVM
alone, and at the same time, we could reduce the time used in the training and testing
processes [28].

3.4.1. Concat Pooling

The pooled last hidden layer states were used as the first linear layer input. We may
lose the information if we consider only the last hidden state of the model because the
signal in the classified text sometimes has few words, and this condition can occur in any
document. Thus, we concatenated the last hidden state of the model with the max-pooled
and the mean-pooled to represent the hidden states over as long as the step is fitted in the
GPU memory [4].

3.4.2. Gradual Unfreezing

The benefits of language model pretraining could be nullified as a result of aggressive
fine-tuning due to the high sensitivity of the fine-tuning target classifier. Consequently, we
proposed gradual unfreezing to conduct fine-tuning classification [5].

• The first unfrozen layer is the last LSTM layer, and then, the model is fine-tuned for
one epoch.

• Subsequently, the following lower layer is unfrozen.
• The same procedures of unfreezing are performed on all layers until they are fine-

tuned to convergence.
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3.4.3. BPTT for Text Classification (BPT3C)

Back-propagation through time (BPTT) is used for text classification and language
modeling. This technique divides the text into fixed-length portions. The model starts
initializing each portion using the final state of the previous portion. The hidden state
of the gradients that is back propagated to the batches is used to contribute to the final
prediction. Variable length back-propagation sequences are the most common practical
model used [29].

3.4.4. Bidirectional Language Model

After training the backward language model and the forward language model, they
are fine-tuned by the classifier individualistically. The final output is the calculation of the
average of the classifier prediction results.

3.5. Dataset Overview

We selected the WikiText-103 dataset for our source task, which consists of 28,595 pre-
processed Wikipedia articles whose contents sum up to 103 million words. For sentiment
analysis, we selected the Twitter US Airline Sentiment dataset. The dataset contains
14,485 tweets regarding the most operated US airlines. The dataset is classified according
to the attitudes; the tweets are labeled as either positive, negative, or neutral. Figure 6 and
Table 1 show the classifications of the tweets [5].

10,000

Figure 6. Sentiment distribution in the Twitter US airline sentiment dataset.

Table 1. Twitter sentiment datasets.

Split Twitter US Airlines [30] IMDB [31] GOP Debate [32]

Positive Train 1773 18,750 1665
Test 590 6250 555

Negative Train 6884 18,750 6357
Test 2294 6250 2104

Natural Train 2325 – 2393
Test 774 – 797

Total – 14,640 50,000 13,871

We applied the ULMFiT-SVM model on US Airline tweets; Howard and Ruder applied
ULMFiT for analyzing sentiments of Yelp and IMDb dataset reviews that contains 25,000 to
65,000 examples. The applied tweets have limitations due to the limited words of the tweet
(140 character for each tweet), which is shorter than those in the Howard and Ruder dataset.
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3.6. Dataset Preprocessing

Data preparation is regarded as a critical step in the machine learning and data mining
processes. The reviews contain incomplete sentences, a high proportion of noise, and weak
wording, such as terms that have no applicability, a lot of repetition, imperfect words, and
bad grammar. Similarly to structured data, unstructured data have an impact on the results
of sentiment classification. Preprocessing the reviews is required in order to maintain a
regular structure and limit the likelihood of such issues occurring. In our research, we use
cleaning data with filters, partitioning the data into portions for training and testing, and
creating datasets with favored words. We employed the following approaches to prepare
the data for the analysis: As part of our research, we separated the text into sections based
on phrases, words, symbols, and other important aspects, resulting in a list of specific
words for each comment. Then, we used each word in each comment as a feature for our
training classifier, which was then applied to the entire comment stream. We also delete
stop words that have no significance, such as prepositions, and words that do not provide
any emotional value (or, also, able, etc.).

3.7. Word Embedding

The neural networks or any machine learning algorithm cannot deal with language in
its raw form. Thus, converting the language into a type of numerical representation for
processing is necessary.

The function of word embedding is to represent words in the form of real-valued
vectors in a predefined vector space. Such a dense representation is clearly superior to the
high dimensionality of sparse word representations.

The vectors can also recognize semantic relationships among words. For example, it
can recognize the relationship between “man” and “woman” as well as that between “king”
and “queen” as “male–female” relationships. It can recognize the relationship among the
different verb forms such as walk, walks, walked, and walking.

In our AWD-LSTM, the vectors demonstrating the respective words are prepared in the
embedding layer and updated while training the neural network. We used the embedding
size of 400, indicating that one word is embodied in a 400-dimensional vector space.

The text should be prepared by deleting unnecessary texts as follows:

1. Extra spaces, tab characters, newline characters, and other characters should be re-
moved and replaced with regular characters.

2. To tokenize the data, we use the spaCy library. Since spaCy does not have a paral-
lel/multicore tokenizer, the fast.ai package is used to offer this feature. This parallel
version of the spacy tokenizer takes advantage of all of the cores on your computer’s
CPUs and is significantly faster than the serial version.

The main function of tokenization is to split the text into separate tokens to assign a
unique index for each token. This finding indicates that we convert the text into integer
indexes that can be used by our model.

The next step is numericalizing, which indicates transforming tokens into numbers.
The list of all the tokens is called vocabulary. The process of numericalization is very simple
and easy as follows:

• Making a list of all the words that appear in the same order.
• Replacing each word with its index into that list.

We do not focus on all the vocabulary list because the unique words that are not
repeated and appear only once are unimportant and will be ignored. The word should
appear at least twice to ensure that they are accurately spelled. The model cannot learn
anything from the world if it does not appear frequently.

3.8. Evaluation Metrics

We used the Twitter US Airline Sentiment dataset to test and validate the advantage
of our technique in enhancing the SVM classification outcomes for text classification.
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The possible performance metrics were applied to evaluate the performance of the used
techniques. We used the attribute values obtained from the training and testing processes
of the Twitter US Airlines sentiment dataset to evaluate the performance metrics of the
following attribute values: positive, negative, and neural. Then, the performance metrics
were calculated; they may seem negligible but extremely divisive; that is, we should
measure accuracy when dealing with the language model.

Accuracy (AC) is the percentage of accurate classifications of the total records used in
performing the test, and accuracy expresses about how far the model can predict the next
word accurately.

4. Performance Evaluation

We perform our experiments on a Laptop 81L Legion Y7000P with Intel(R) Core(TM)
i7-8750H CPU at 2.20_GHZ, 6_cores and RAM of 32 GB. Our implementations are processed
under Windows with Python 3.7 version.

The LIBSVM package (Python version 3.23) is used to apply the SVM classifier on the
selected dataset for the process. We applied Grid Search for the best parameter selection,
CV. We selected the Twitter US Airline Sentiment dataset to evaluate our approach in terms
of performance.

4.1. Evaluation Based on Testing Data

We evaluated the performance of the proposed model in three classes using testing
data and compared the results with other approaches on the same Kaggle datasets [7] to
validate the advantage of our suggested technique. Table 2 displays that the accuracy of
our suggested model is better than that of others, thereby demonstrating that our model
has greater efficiency than others.

Table 2. Comparison of the accuracy of our ULMFiT-SVM model with other models.

Method Accuracy

Support Vector Machine (SVM) 78.5%
Bag-of-words SVM 78.5%

Deep Learning Model with Dropouts in Keras 77.9%
SIS-ULMFiT [7] 84.1%

(ULMFiT-SVM) [Ours] 99.78%

4.2. Effect of Hyper-Parameters and Hidden Units Number Setting in Our Model Efficiency

Based on the theoretical study of the ULMFit-SVM, the parameters and hidden unit
number setting in our model demonstrate that the hidden unit numbers and parameters
are the most important parameters determining classification accuracy and training time
speed. As a result, optimizing hyperparameters is a critical problem in the development
and design of an effective learning model for network sentiment detection.

An AWD-LSTM language model with embedding size 400, three layers with hidden
activations of 1150 for each layer, and a batch size of 70 BPTT were employed in this study.
Dropouts of 0.4 were applied to layers, 0.3 were applied to RNN layers, 0.4 were applied to
input embedding layers, 0.05 were applied to embedding layers, and a weight dropout of
0.5 was applied to the RNN hidden-to-hidden matrix.

The classifier has a hidden units size of 50, which is a large number. For the LM and the
classifier, we used Adam with beta1 = 0.7 instead of the usual beta1 = 0.9 and beta2 = 0.99,
and we utilized 64 batches, a base learning rate of 0.004 and 0.01 for fine-tuning the LM
and the classifier, respectively. In Table 3, we display the values of the hyper-parameters of
our model for sentiments that have been tested.

Using a k-fold cross-validation strategy, we could also increase the overall
performance of the single SVM to find the optimal RBF kernel parameters (C = 5.6569 and
sigma = 1.0667) and to fine-tune our approaches’ hyperparameters.
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Table 3. Tested values of hyper-parameters for our model for our sentiment model.

Hyper-Parameter Name Meaning The Best Value

em-sz Embedding vector size 0.77

nh Hidden activations number 0.000005

nl Number of layers 3

bs Batch size 32

β1 Optimal bias 0.8

β2 Optimal bias 0.99

C-GAMMA SVM parameters 5.6569–1.0667

5. Discussion and Additional Comparisons

In addition, we demonstrate the superiority of our model by comparing its detection
accuracy with that obtained from other classification methods in comparable investigations,
as discussed in Table 4.

Table 4. Performance comparisons for ULMFiT-SVM-based Twitter US Airlines, IMDB, and GOP
debate datasets with several related approaches.

Dataset Used Model Accuracy

Twitter US Airlines [30] SVM only [33] 78%
RNN/LSTM (ULMFiT) [34] 77.8%

LSTM, CNN [35] 79.64%
MultinomialNB [36] ±80%

ABCDM [37] ±92.75%
ULMFit-SVM (Ours) 99.78%

IMDB [31] ToWE-SG [38] 90.8%
ULMFiT [7] 95.4%

BERT large fine-tune UDA [39] 95.8%
RCNN [40] 84.70%

ULMFit-SVM (Ours) 99.71%

GOP Debate [32] SIS-ULMFiT [41] 55.034%
ULMFit-SVM (Ours) 95.78%

Daniel Langkilde in 2017 used linear SVM classification of sentiment in tweets about
airlines. The accuracy result was 78%, and the author suggested that achieving a higher
score with more tuning or a more advanced approach is possible [42]. Wesley Liao in 2019
explored the Twitter US Airline sentiment dataset and attempted to predict tweet sentiment
using a language model and RNN via Fast.ai’s library for ULMFiT.

This model achieved an accuracy of 77.8% [43]. Anjana Tiha in 2019 performed
sentiment analysis with LSTM and CNN. The accuracy of the LSTM and CNN model was
79.64%. Carlo Lepelaars in 2019 predicted the Twitter US Airline Sentiment dataset with
Multinomial Naive Bayes (NB). Multinomial NB is a good method for text mining and is
useful to set a benchmark for sentiment analysis. This technique is easy to implement with
sklearn’s “MultinomialNB” class [36]. Table 5 and Figure 7 show additional performance
comparisons for ULMFiT-SVM based on different datasets.

Table 5. Additional performance comparisons for ULMFiT-SVM based on different datasets.

Evaluation Type Accuracy Rate

Twitter US Airlines [30] 99.78%
IMDB [31] 99.71%

GOP Debate [32] 95.78%
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Figure 7. Comparison of the accuracy of our TSDSs based on different datasets.

Moreover, Table 6 shows that our proposed technique can decrease the training and SVM
testing time, which is essential for evaluating the efficiency of sentiment detection systems.

Table 6. Training time, testing time, and number of support vectors (nSV) of ULMFit-SVM in
comparison with SVM for binary classification.

Technique Time of Training (s) Time of Testing (s) nSV

SVM 901.095 18.533 3649

ULMFit-SVM 682.10 4.321 3448

We also report the F1-score for our model. The F1-scores achieved by ULMFit-SVM
are 99.01%, 98.67%, and 95% on the Twitter US Airlines, IMDB, and GOP debate datasets,
respectively.

6. Conclusions

In this paper, we propose a novel ULMFit-SVM model to improve the sentiment anal-
ysis performance. The proposed model introduces an effective deep learning architecture
that combines the universal language model fine-tuning with a support vector machine.
The extensive results on three real-world datasets demonstrate that the proposed model
increases detection efficiency and accuracy. For example, the model demonstrates an accu-
racy rate of 99.78% on Twitter US Airlines, 99.71% on IMDB, and 95.78% GOP debate. In
this study, the sentiment analysis was restricted to document level. In this investigation,
we did not take into account the sentiment at the aspect level. This part will be completed
in the future.
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Abbreviations
The following abbreviations are used in this manuscript:

ULMFiT Universal Language Model Fine-tuning
SVM Support Vector Machine
SLT Statistical Learning Theory
NLP Natural Language Processing
AWD ASGD Weight-dropped
LSTM Long Short-term Memory Networks
RNN Recurrent Neural Network
RBF Radian Basis Function
DFT Discriminative Fine-tuning
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