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Abstract: The main objective of this study was to explore the current practical use of an AI robo-
advisor algorithmic technique. This study utilizes Roger’s innovation diffusion theory as a basis to
explore the application of robo-advisors for forecasting in the stock market by using an abductive
reasoning approach. We used literature reviews and semi-structured interviews to interview represen-
tatives of fund companies to see if they had adopted AI big data forecasting models to invest in stock
selection. This study summarizes the big data stock market forecasts of the literature. According
to the summary, the accuracy of the prediction models of these scholars ranged from 52% to 97%,
with the prediction results of the models varying significantly. Interviews with 21 representatives
of these fund companies revealed that the stock market forecast model of big data robo-advisors
have not become a reference basis for fund investment candidates, mainly because of the unstable
model prediction rate, and the lack of apparent relative advantages and observability, as well as
being too complex. Thus, from the view of innovation diffusion, there is a lack of diffusion for the
robo-advisor. Knowledge occurs when an individual is exposed to the existence of innovation, and
gains some understanding of how it functions. Thereby, when investors become more familiar with
neural network-like stock prediction models, this novel AI stock market forecasting model is expected
to become another indicator of technical analysis in the future.

Keywords: robo-advisor; innovation diffusion theory; AI big data forecasting models

1. Introduction

In recent years, with the rise of artificial intelligence (AI) algorithms, AI algorithms
have been used in academia to develop predictive models for the stock market, ranging from
early time series and logistic regression to recent decision-making trees. Muncharaz’s stock
prediction model (2020) could also be used to speculate the pricing evolution of financial
assets. Predictive models can be classified into linear and non-linear models: the former
would include time series models, such as autoregressive integrated moving averages,
and exponential smooth models, among others, while networks would be classified to the
latter [1]. Given that stock returns are not stationary, and present long-term dependence,
this second group of models have shown effectiveness in achieving a higher accuracy, and
a reduction in errors, compared with linear models [2]. Existing research related to the
prediction of stock prices and their trends mainly utilize artificial neuronal networks. Due to
substantial advancements in computing power, neural networks based on AI have become
mainstream in recent research. Recurrent neural networks (RNN) and convolutional neural
networks (CNN) are among the mainstream models used for stock market forecasting, and
substantial time and energy have been invested to develop stock market forecasting models
with higher accuracy rates. Big data robo-advisors then use these artificial intelligence (AI)
algorithm predictive models as the basis for investment decisions [1,2].

For years, market investors have been pursuing a technique that beats the market,
such as predicting the future direction of the stock market by studying the relationship
between stock prices and volume, or exploring the value of a company, hoping to gain
the opportunity to make a profit by understanding the difference between the value of
a company and its market price. The existing method of predicting stock market prices
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can be generally divided into two types: fundamental analysis and technical analysis.
Fundamental analysis based on macroeconomic data to study the company’s financial or
revenue status as an investment judgment. Technical analysis is based on the theoretical
basis of historical repetition, and the correlation between price and quantity shows the
behavior of the market by taking advantage of the impact of past trading activities, and by
analyzing the patterns and trends shown in the price and volume tables. In recent years,
with technological improvements in computing powers, many novel algorithms have
also emerged, as a series of stock market forecasting technologies have been developed,
including time series or neural networks in hope to accurately predict the trend of stock
prices by leveraging machine computing powers. The time series and neural network
prediction models are based on historical repetition, and thus categorized as technical
analysis [3]. Many factors are known to affect the stock market. Past studies in the financial
investment field found that the stock market has the characteristics of a “stochastic random
walk”, and thus cannot be predicted easily. According to the efficient market hypothesis
by Fama (1965), asset prices reflect all available information. A direct implication is that
it is impossible to “beat the market” consistently, on a risk-adjusted basis, since market
prices are fully and quickly reflected, and only react to new information [4]. Three types of
efficiencies exist depending on the efficiency of the market’s response to information: strong,
semi-strong, and weak. These categories of tests refer to the information set used in the
statement “prices reflect all available information.” Weak-form tests study the information
contained in historical prices. Semi-strong form tests serve to study information (beyond
historical prices) which is publicly available, and strong-form tests serve to regard private
information. In modern financial markets, stock prices fully reflect earnings surprises
on the announcement date, leading to the disappearance of post-earnings announcement
drifts [5]. According to the results of the study, with the rise of the Internet, the dissipation
of information accelerates, and the asymmetry of information in the form of unexpected
news released by companies can no longer bring excess compensation to investors, thereby
buttressing the efficiency market hypothesis. In the past, as there were still some trading
restrictions in the market, a certain level of inefficiency remained in the market. With
microcaps mitigated via NYSE breakpoints and value-weighted returns, capital markets
are more efficient than has previously been recognized [6]. The efficient market hypothesis
posits that, with weak efficiency, technical analysis would be rendered invalid, and that
using technical analysis indicators as stock investment measurement standards would not
yield better returns for investors. Therefore, neural networks’ ability to predict stock market
trend is in doubt, as the efficient market hypothesis would be invalidated if these big data
prediction models can indeed accurately predict the trend of stock prices. In this case, these
prediction models will bring disruptive innovation to the investment community.

Recently, most AI stock market forecasting model studies have focused on the con-
struction of algorithmic models to predict stock prices, and the focus of these studies is
to improve the accuracy of forecasting. However, these studies lack discussions about
the practical application of big data stock market prediction models from the perspective
of users (mutual fund companies or professional investors). This study aims to use the
empirical results of the past literature and the research method of semi-structured inter-
views to explore the current use of big data stock market forecasting models by major
investment institutions in the market. Based on the innovative diffusion theory proposed
by Rogers (2003), this study explores the reasons for the diffusion or non-proliferation of
big data stock market forecasting models [7].

2. Literature Review
2.1. Research on Big Data Algorithm in Stock Market Prediction

AI algorithms have been used to develop prediction models for the stock market in
many types, such as time series, logistic regression, decision-making trees, and neural
networks. Muncharaz (2020) used long short-term recurrent neural network (LSTM) and
exponential smooth time series (ETS) ARIMA to predict the S&P 500 stock prices [1]. His



Appl. Syst. Innov. 2022, 5, 15 3 of 9

research found that the mean absolute error (MAE) of the LSTM model was the lowest,
hence resulting in better predictions.

Many factors affect stock prices. When undertaking research on stock price prediction
models, many scholars use data mining methods to engage external factors, such as market
news, financial information, etc. Theoretically, the more comprehensive the market informa-
tion available and the more reasonable the utilization of the information, the more likely that
better prediction results could be obtained. By taking into consideration the news or infor-
mation into the prediction models, Schumaker et al. (2012) demonstrated that the prediction
accuracy of the model could be improved [8]. Vu et al. (2012) used the decision tree as a pre-
diction model and added variables such as stock price fluctuations. By engaging factors such
as consumer sentiment, the accuracy of stock price forecasts has also increased significantly [9].
In recent studies on the prediction models of the stock market, more research is based on
neural network-like prediction models, such as Persio and Honchar (2016), Pang et al. (2018),
Liu et al. (2020), Ding and Qin (2020), and Cheng et al. (2021) [10–14].

2.2. Innovation Diffusion Theory

Innovation diffusion theory is a theory that seeks to explain how, why, and at what
rate new ideas and technology spread. First put forward by Rogers in 2003, it theorizes
and describes the dispersion process of innovation. Taking place within certain social
systems, the innovative element uses a certain communication channel, and it takes a
period of time. Starting with an incubation and maturing process, the diffusion would
involve constituents’ support by their involvement in development, sharing and consensus
building. There are four elements of innovation diffusion, including the innovation itself,
communication channels, time, and social systems. The communication process is shown
in Figure 1 with five stages, including knowledge, persuasion, decision, implementation,
and confirmation [7]. The characteristics of innovations, as perceived by individuals, help
to explain their different rates of adoption. Relative advantage is the degree to which an
innovation as better than the idea it supersedes; the greater the perceived relative advantage
of an innovation, the more rapid its rate of adoption is going to be. Compatibility is the
degree to which an innovation is perceived as being consistent with the existing values,
past experiences, and needs of potential adopters. An idea that is not compatible with
the prevalent values and norms of a social system will not be adopted as rapidly as an
innovation that is compatible. Complexity is the degree to which an innovation is perceived
as difficult to understand and use. In general, new ideas that are simpler to understand will
be adopted more rapidly than innovations that require the adopter to develop new skills
and understandings. Trialability is the degree to which an innovation may be experimented
with on a limited basis. New ideas that can be tried on the installment plan will generally
be adopted more quickly than innovations that are not divisible. Observability is the degree
to which the results of innovation are visible to others. The easier it is for individuals to see
the results of an innovation, the more quickly they are to adopt [7].

Proceeding into the next stage is usually sequential, and time is needed in each stage
for the new innovation to be accepted. If one of these steps cannot be satisfied, the process
would discontinue, and the innovation cannot be diffused. An individual may also reject
an innovation at any time during or after the adoption process. Ram and Sheth (1989)
emphasized that the subsequent stages are needed for market users’ acceptance; other-
wise, according to Moore (1999), innovative non-proliferation would occur, as shown in
Figure 2 [15,16].

Big data robo-advisors are an innovative investment strategy that have recently
emerged in the investment field, mainly utilizing big data AI forecasting models such
as time series, decision trees, or neural networks to predict market ups and downs. This
research will use the innovative diffusion theory, combined with the research results of
previous scholars, and semi-structured expert interviews, to explore the diffusion of the
new investment prediction model of big data robo-advisors.
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3. Methodology

In the study of social sciences, induction and deduction are two different methods
of logical reasoning. Deductive-oriented research mainly reviews previous theories and
gaps, inconsistencies, or deficiencies in order to propose new concepts or propositions
to compensate for these deficiencies. Deductive-oriented theoretical construction mainly
relies on the logical thinking of scholars, and does not require continuous matching and
adaptation between theory and data. Inductive-oriented research believes that because so-
cial phenomena are very complex, and human beings do not understand them well enough,
theory should be deeply grounded in social reality, and researchers should actively keep
close to reality and systematically collect data and analysis data, including the collection
and analysis of previous empirical research results [17–19].

For instance, Yakovlev et al. (2021) used data collection (such as information on
environmental issues, financial information and the Paris Climate Agreement, etc.) and
literature reviews to explore “Changes in Climate Policies and Financial Strategies of Their
Implementation in the EU and Russia” [20]. Similarly, Kranina (2021) utilized the same
research method to collect relevant environmental issues and literature reviews to explore
“China on the way to achieving carbon neutrality” [21]. Their research did not involve
the discussion of related theories, but systematically collected data and analyzed the data,
supplemented by past empirical results, to draw conclusions or theories. They concluded
that this research method was more inductive. Mikhaylov (2021) further expanded upon
von Hayek’s theory to explore the application of digital currencies in economic imple-
mentation, to conclude that this research method was more deductive [22]. In addition
to the logical reasoning method, and the above induction and deduction reasoning, there
is also the abduction reasoning, which was introduced by American philosopher Charles
Sanders Peirce, and differs from induction reasoning and deduction reasoning. Abduction
reasoning starts with an observation or set of observations and then seeks the simplest and
most likely conclusion from the observations.
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This study adopts an abductive reasoning approach, literature review and semi-
structured interviews, and aims to summarize the results of past scholars’ research on
AI big data stock market analysis models to understand the predictive effectiveness of
these models. Nandi et al. (2020) also use an abductive reasoning approach to explore the
impact of block-chain on supply chain performance with the resource-based theory [23].
Data for this research was obtained from a leading business news database and was
developed with a guiding framework for identifying block-chain technology that enabled
supply chain capabilities by referring to academic papers that focused on supply chain
capabilities enabled by various types of ICT resources. Data analysis involved a non-linear
path between data, data sources and theory. Content for each sample case was carefully
examined and matched with the guiding frameworks independently by three authors. This
abductive reasoning approach is a process of reasoning that explains and evaluates real-life
phenomena with back-and-forth inference between the theory of existing phenomena and
real data [24,25]. This allows researchers to anchor their findings in the initial theory, and
then develop and refine the theory as a data collection and analysis process [26,27].

To understand the technological innovation diffusion of AI stock selection models,
this study utilizes semi-structured interviews to ask channel representatives of professional
investment institutions (such as fund companies) to the current adoption of AI stock selec-
tion models to support investment decision-making. However, since stock selection models
and operation technologies are considered important trade secrets for fund companies, it is
uncommon for external parties to gain knowledge of these aspects. Therefore, this study
focused on interviewing business representatives of the main agency fund company of
the bank where the author is affiliated, and used semi-structured interviews to verbally
identify a prepared list of questions, item-by-item, to collect information.

The abductive reasoning was carried out through the logical theory T, and the obser-
vation set O. The explaining set E was observation set O derived from logical theory T.
Explaining set E was the interpretation of observation Set O based on Theory T, with its
Formula (1) shown below.

T U E = O (1)

This research utilizes a relevant literature review of an AI big data prediction model
(observation set O) by innovation diffusion theory (logical theory T) and conducts semi-
structural interviews (explaining set E) with professional investment institutions to under-
stand the diffusion of the AI big data prediction model. We conducted a qualitative content
analysis following the logic of abduction, as depicted in Figure 3.
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4. Discussion

From the previous research, it was found that the prediction effect of neural networks
was better than other models [1,2], so this study takes the neural network-like prediction
model as the subject of discussion. While earlier studies tended to use mean absolute error
(MAE) to show the correctness of predictions of neural network-like models [2], recent
studies have used the accuracy ratio as the correctness of predictions, so for the sake of
research consistency, we used recent research literature data as a standard. This study sum-
marizes the big data stock market forecasts of scholars such as Persio and Honchar (2016),
Pang et al. (2018), Liu et al. (2020), Ding and Qin (2020), and Cheng et al. (2021), as
shown in Table 1 [10–14]. According to the summary, the accuracy of the prediction mod-
els of these scholars ranged from 52% to 97%, with the prediction results of the models
varying significantly.

Table 1. Summary of Neural Network Prediction Models.

Author Research Model Accuracy

Persio and Honchar (2016)
MLP 52.10%
CNN 53.60%
RNN 52.20%

Pang et al. (2018) LSTM 57.00%

Liu et al. (2020)

RCNK 66.26%
RCNK-T 59.44%
RCNK-S 63.25%

CNK 65.61%

Ding and Qin (2020) LSTM 78.79%
DRNN 97.37%

Cheng et al. (2021)
CNN 78.00%
LSTM 77.00%

CNN+LSTM 80.00%

Investors would like the higher accuracy ratio of the investment forecast model, and
the prediction results should be more consistent, otherwise the reliability of the model
will be reduced. Table 1 shows the accuracy ratio of the research model of various schol-
ars. In addition to the empirical results of scholars such as Ding and Qin (2020) and
Cheng et al. (2021) with higher accuracy rates (above 70%), the accuracy rates from other
researchers were less than 70%, and the prediction accuracy rates of the different methods
and different markets were inconsistent [13,14]. The results indicate that the accuracy of
the stock selection prediction model of recent AI neural networks has indeed improved,
but the prediction results are not stable. Therefore, it is impossible to obtain a broad and
consistent prediction accuracy rate, which can convince external investors and promote this
innovation. The stock price prediction model is used in the actual stock selection operation
of the stock market.

Next, semi-structured interviews were conducted with representatives of various asset
management companies (such as fund companies) by enquiring whether the mutual funds
managed by their companies use neural networks as investment models whilst asking them
to provide related supporting sales data. After interviews with the business representatives
from 21 fund companies (with a total of 551 funds in portfolios under these managers),
only one of the respondents (4.76%) said that he/she was not previously aware of the big
data forecasting model. Therefore, from Roger’s proposed communication channels of
innovation diffusion theory, this interviewee in the first stage (“knowledge”) did not have
a further understanding of this big data prediction model. Twenty respondents (95.24%)
said their fund companies did not use the big data forecasting model as a stock selection
model. This means that respondents were aware of the big data forecasting model, but it
was not used an investment stock selection model for the funds to which they belonged.
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This also implies that in Roger’s proposed communication channels model, respondents
were in the first stage, “knowledge”—they already knew the big data forecasting model.
However, for the second stage—“persuasion”—the respondents were not persuaded to use
the big data forecasting model as the fund’s investment stock selection model.

Therefore, from the results of Table 2, the prediction model of the big data robo-advisor
was not selected by fund companies as the forecast model. From the innovation diffusion
theory perspective, this innovative technology had not been diffused.

Table 2. Results of Interviews Fund Company Representatives.

The Interviewee Was Not
Aware of the Big Data

Forecasting Model

The Fund Companies from
Which the Representatives

Were Interviewed Did Not Use
the Big Data Forecasting

Model for Stock Selection

The Number of Mutual Funds
in the Interviewees’ Fund

Company Listed in the
Interviewer’s Bank

Local fund companies 7 101

Foreign fund companies 13 433
1 17

Total 1 20 551

5. Conclusions

Based on the consolidated relevant big data stock market forecast literature and semi-
structured interviews with the business representatives of fund companies, this study
found that innovative AI stock selection models have not been widely adopted by fund
companies. To further investigate the reasons behind this phenomenon—although the
prediction accuracies of AI big data stock selection models, especially the more recently
popular neural network prediction models, have improved, the prediction results are
neither stable nor accurate enough, and are thus not widely adopted by fund companies.

From Rogers’ (2003) innovation diffusion theory, for an innovative technology to
go through the diffusion process to be widely used or fully dispersed, the innovation
needs complete the five stages. The initial stage of “knowledge” is when innovative
products or technologies have just been proposed; to be accepted by the market and then
be commercialized and widely used, the diffusion needs to enter the second stage of
“persuasion” (which includes relative advantage, complexity, testability, and observability).
Ram and Sheth (1989) believed that, when a new technological innovation is introduced
to market with increasing awareness, persuasion is needed to ensure that this technology
can be successfully developed [15]. Otherwise, the lack of innovation diffusion (or non-
proliferation) would be congruent with Moore (1999)’s research, as shown in Figure 2 [16].
In the context of this research, the AI stock selection model prediction results were not
stable, so it failed in the stage of persuasion. There lacks evidence that this prediction
technology would perform significantly better than other investment methods, and it
is unclear whether more profitability could be yielded compared with current or past
investment methods.

Moreover, the AI big data stock selection models focus more on information engineering-
based calculation technology, outside of fund managers’ usual knowledge domains, and
fund managers have expressed difficulty in adopting them towards decision-making
of investment stock selection. Finally, most concepts of the AI big data stock selection
models are still in the academic or theoretical discussion stage, and have not been fully
commercialized for practical use; thus, they are lacking past investment performance, and
therefore observability. In sum, there are high barriers to persuade investors in the market
to adopt this innovative technology, thereby preventing the technology from spreading
from early adopters to the early majority (as indicated by the chasm shown in Figure 2),
resulting in the non-proliferation of innovation.

Regarding the theoretical contributions of this study, the time series and neural net-
work prediction models are based on historical repetition, and hence are categorized as
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technical analysis methods [3]. As Persio and Honchar (2016), Pang et al. Al. (2018),
Liu et al. (2020), Ding and Qin (2020), Cheng et al. (2021), etc., found that the prediction
results of neural network-like AI stock selection models are not stable, these findings
further support that the use of these innovative calculation techniques cannot bring excess
returns to investors. Therefore, the research validated the notion that the recent emergence
of artificial neural network-based AI stock selection models cannot break the Fama (1965)
efficient-market hypothesis. As the relevant auxiliary market information has been fully
and quickly reflected on the stock price, using these data to construct additional techni-
cal advancements, such as neural network-like AI stock selection models for stock price
forecasts, cannot yield excess gains [10–14].

In practice, this study found that, while neural networks are currently the hottest stock
forecasting model of artificial intelligence, there is a gap between academic preference and
industry adoption. From Roger’s perspectives, diffusion is a particular type of communica-
tion in which the information that is exchanged is concerned with new ideas. The essence
of the diffusion process is the information exchange by which one individual communicates
a new idea to one or several others. So, knowledge occurs when an individual is exposed
to the innovation’s existence and gains some understanding of how it functions [7]. Al-
though the neural network’s stock forecasting model has not been adopted by professional
investment institutions as the main stock selection model, investors have become more
familiar with neural network-like stock prediction models in a non-linear way to construct
the stock prediction model. This novel AI stock-forecasting model is different from the past
traditional technical indicators, such as RSI, KD, and MACD, and works in a linear way to
construct the stock forecast indicators to make up gap for the past in the technical analysis
indicators of non-linear indicators. Therefore, this novel AI stock market forecasting model
is expected to become another technical analysis benchmark in the future.

Regarding limitations of this research, although this study endeavored to conduct
semi-structured interviews with major asset management companies on related topics,
since investment strategies are the companies’ trade secrets, some asset management
companies were not willing to be interviewed, hence resulting in limited numbers of
interviews conducted. Moreover, because there are many factors affecting stock prices, if
the forecast model is developed solely from the stock price itself, the accuracy of the forecast
cannot be improved. Therefore, it is recommended to follow Schumaker et al. (2012) and
Vu et al. (2012), etc., to consider other possible influencing variables, in addition to the stock
price itself [8,9]. Future research could incorporate influencing variables—for example,
models such as the Golden stock pricing model with the company’s dividend growth rate,
market interest rates, and other variables—to construct further forecasting models.
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